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Introduction

This article is concerned with the relationship between identity and identification in the realm of cyberspace transactions. Philip Agre suggests that it is the commercialization of the Internet that has increased the level of public concern about the ways in which personally identifiable information can be captured and used. Clearly the demands of the marketplace have come to both shape, and to reflect the ways in which the capture of this information has become automated and normalized. The marketplace may have also helped to shape the consequences that flow from this normalization. This possibility is worthy of our concern.

Central to the discussion of the capture and use of personal information is the critical distinction to be drawn between identity and identification. This distinction is based upon an elaborated notion of agency, or individual autonomy. Identity is associated with individual agency because it is related to the ability of the individual to shape her identity beyond the gaze and influence of powerful others. Those who advocate the defense of privacy against the threats of technology and social practice do so, in part, because of the belief that the "right to be left alone" is fundamental to the development of the autonomous individual. Identification on the other hand, is understood in the context of the exercise of power and authority. Identification may be appreciated as an element of constraint within the process of structuration that Anthony Giddens has helped us to comprehend.

This article will also explore many of the tensions that have emerged within the evolving discourse on technology. Conflict is especially sharp with regard to the extent to which feasibility determines necessity. Jacques Ellul's engagement with "la technique" suggests that the availability of a technique not only invites, but demands its use. Technological systems become defined as essential long before the claims made on their behalf have been weighed in the balance of private and social benefits and costs. Widespread use contributes to the expectation of use. Media coverage facilitates the normalization of a
rationale of business necessity as a justification for expanded use. Business necessity is a primary justification for the use of the technologies of identification as adjuncts to traditional methods of drawing invidious distinctions among members of disfavored groups.7

This article is critical of business practices, as well as the rationales presented in their defense. It will be especially critical of the justifications that are presented in support of the use of transaction-generated information in the development of predictive models that guide interactions with individuals in their roles as employees, citizens and consumers. At the core of this critique is a challenge to the use of statistical information as an aid to decision-making. The widespread view that statistical discrimination is both rational and efficient will be challenged on both technical and ethical grounds.8 I will argue that the use of group averages as a basis for discrimination is always problematic from the perspective of those on the long side of any contested exchange.9

Although there is an extensive literature that has followed efforts to limit the impact of discrimination in the areas of employment,10 education,11 insurance,12 housing13, law enforcement14, and even in the area of environmental justice,15 the forms of discrimination especially likely to be encountered in the Internet environment are just beginning to attract scholarly attention. This article will explore the ways in which marketing discrimination16 promises to introduce distortions into the sphere of e-commerce. Special attention will be paid to the ways in which these distortions will transform the market for information. The central role which access to information plays in the democratic process is the basis for special concern about this threat.17

The nature of discrimination against groups defined by race is familiar terrain. Yet, race is just one of the markers that are used to identify groups whose mistreatment demands our attention. We have seen the list of suspect categories expanded to include gender, age, and sexual orientation when they have been used as the basis for discrimination. This expansion has been based in part on the recognition that "differences from the community norm" can be the basis of invidious distinctions.18 However, an expanding pattern of
discrimination against non-racial groups presents us with a difficulty in deciding which group is most deserving of protection. The identification of these groups is made difficult by the need to consider the markers of group boundaries that are both visible and immutable, and those that are made visible only by means of statistical analysis.

Identity

Identity formation is readily understood as a part of the process of individual development. The development of an identity distinct from that of one's parents is part of a tortured passage through adolescence. Once formed, the identity of an individual is still complex and multidimensional. An individual's identity can be represented structurally as a multi-layered array. Near the base, we would expect to find the more stable foundations, perhaps reflective of racial, ethnic, gender, and perhaps political, national, or ideological identities. Higher, and moving out from the central core, we would find variations in the salience of particular aspects of identity reflecting the influence of situational cues. The more central aspects of a person's identity function as resources and constraints that organize critical aspects of their daily lives.

It is important to note that individual identities are formed in interaction with others. The characteristics of those interactions help to determine the salience, as well as the level of comfort with which different aspects of one's identity co-exist. Self-esteem, or how an individual feels about herself is determined, in part, by the ways in which her relevant reference groups are evaluated by others. The salience of racial and ethnic aspects of one's identity is determined by the interaction of a number of contextual factors. They include the distribution of political power and social status, the extent of residential segregation and occupational concentration, and the clarity with which racial or ethnic distinctions are emphasized in routine interactions. The mass media have also been identified as playing a critical role in the development of personal identity because of the ways in which media provide individuals with indirect access to the experiences of others. A concern with the media's representation of racial and ethnic groups is based in part upon a belief that popular media provide representations that reinforce existing stereotypes. Those stereotypes help shape the ways in which people relate to each other.
Because identity is formed through direct and mediated interaction with others, individuals are never free to develop precisely as they would wish. Parents, friends, and a host of authorities and interested parties actively seek to influence their evolution. On the basis of claims regarding the superiority of group interests over individual sensibilities, a host of public, and not so public figures have been called upon to expose or highlight one aspect of their identity more prominently than they might have wished. Identification as a member of a group recognized in law may bring both benefits and harms. Identification with others may be the source of great pleasure and a sense of fulfilment. Identification by others is often experienced as an ungranted exercise of power.

Identification

We understand identification as a process that varies in precision, and the demand for precision varies with the circumstance, or the nature of the interaction in which identification is an issue. We may think of identification as a continuum ranging from complete certainty at one end, to invisibility at the other. Both certainty and invisibility are idealized and unattainable. At best, certainty might mean that the person identified through one procedure is the same person who would be identified by a large number of other independent means. This is the level of identification that would be is implied by the mathematical sign of equality. Practically this means that the Davy Jones who stands before the clerk in the liquor store on New Years Eve, is the same Davy Jones who was born to Ralph and Elizabeth Jones in Bayonne, New Jersey at 4:27 in the morning on December 28, 1979. What matters in this particular circumstance, of course, is that Davy has provided some token of identification that indicates that he is at least 21 years of age, and therefore has the right to purchase a six-pack of alcoholic beverages. Neither his name, nor any other aspects of his identity are ordinarily considered to be relevant to this particular transaction.

Not all interactions or transactions require the same level of identification. Indeed, most genuinely require no identification at all. Transactions that involve credit, or some other contractual assumptions about payment, or satisfactory performance, may require some
form of reliable identification. However, the ease with which tokens of identity may be forged, or stolen, has raised the general level of concern about authentication or verification of identity.

Some tokens require the actor or agent who accepts the token to participate in the process of authentication. Routines of verification may involve asking questions that the person presenting the token would be expected to know. Sophisticated tokens, such as those with embedded chips may reveal the authentication code only to the agent. Transactions in cyberspace generally do not involve a human agent, and increasingly may be completed entirely by means of autonomous software agents. Ordinarily, authentication will depend upon a variety of routines including passwords, and increasingly, biometric identifiers. In the foreseeable future we can expect to see more personal computers delivered with cameras as well as microphones installed as a matter of course. The routine use of biometric techniques is likely to develop as a way of ensuring that the user has been reliably identified.

Authentication in support of cyberspace transactions may require the participation of a trusted third party at some stage in the relationship between consumer and provider. The development of the technology, the routines, and the specification of the roles and responsibilities involved in the implementation of digital signatures represent an area of intense interest and uncertainty.

Reliable authentication helps to establish the requisite level of confidence that both parties to a transaction are who they say they are. While there is well-placed concern about fraudulent representation on the part of commercial vendors, or others seeking to take advantage of consumers, our attention will be focused on the use of authentication, and identification in the context of what we would otherwise identify as legitimate transactions. Our concerns about invidious distinctions and patterns of discrimination are not activated at this level of identification. Those concerns begin to take shape when transaction-processing systems are charged with responsibility for knowing whether a
given person is, or is not what she says she is. It is at this point that the assumptions of Peter Steiner's smug little pooch come under challenge.40

The use of tokens of identification and authentication routines as a means of determining whether the user is authorized to use the computer, or to access particular files may be quite reasonable41. Indeed, systems operators, like the vendors of alcoholic beverages may be required under the law to determine whether an individual is beyond some specified age, or does not reside in a jurisdiction that finds graphic sexual material beyond any redeemable social value.42

Providers of information services may reasonably seek to determine whether the visitor to the site is a registered subscriber. In similar fashion, systems operators may reasonably seek to determine whether visitors to interactive Web sites, such as chat rooms, newsgroups, forums, and Virtual Reality (VR) environments are qualified.43 Membership in particular populations or social categories may be established as a qualification for entry.44

It has been argued, however, that the determination of the status of an individual as authorized to access information or to participate in a variety of interactions within electronic environments need not require any further identification of the individual. That is, once qualified, further transactions or interaction may be entirely anonymous, or pseudonymous.45

Profiles

As Agre reminds us, there is no assumption that our desktop computer either knows, or cares who is using it.46 However, it is in the nature of the Internet Protocol (IP) that personally identifiable information is made available for capture in every interaction between computers. The amount of personal information that is made available without the knowledge or consent varies as a function of the ways in which consumers are connected to the Internet. The Internet Service Provider (ISP) will require some form of identification, at the very least a user identification name, and a password. The user's IP
address is personally identifiable information that is automatically exchanged in establishing the communications link. This address is generally stored by Web servers, and is frequently passed on to third parties for purposes of justifying claims for compensation by advertisers. The IP address contains information about the domain, the computer, the browser software, and a user account name that is likely to bear features in common with the user's own name. 47

Of particular importance for the development of user profiles is the fact that each visit by the consumer to a web site is recorded electronically. This information not only includes the date and time of each visit to specific resources on the server, but the Uniform Resource Locator (URL) of the referring server. Kang notes that when the reference is from a search engine, the keyword or search term that was used is also delivered. 48 A further complication is involved in the increasing use of tracking systems that deliver this user information to other servers without the user's knowledge. 49

Great concern has been expressed regarding the common practice of Web servers to identity individual users by storing an identifying code, a "cookie", that is stored on the consumer's hard drive until it is erased. Cookies facilitate the compilation of detailed records of a user's visits over an extended period of time. Additional techniques for delivering consumer's IP address to third party servers continue to be developed. 50

Data mining is the term used to describe the technological approach to deriving strategic information from transaction-generated data. Whenever an individual engages in a transaction that utilizes a networked computer, a record of that transaction is generated, stored, and in some point, may be integrated into a dataset that can be mined for insights about underlying patterns of relationships. While transactions involving purchase and rental agreements are the primary sources of this increasingly valuable transaction data, even the search for information provides useful additions to this growing resource pool. 51 Because of improvements in the transmission of data, and dramatic reductions in the cost of storage and processing, the development of data warehouses invites the collection and integration of previously unrelated bits of information about consumers' transactions.
Data mining has a particularly troublesome aspect, as it relates to informed consent. Consumers can not provide truly informed consent regarding the use of transaction-generated information. Consumers can not possibly know how the information might ultimately be combined in order to produce some of those "valuable nuggets of information." Those engaged in data mining have no predetermined hypotheses regarding the relationships they might uncover. "The data miner does not know, cannot know at the outset, what personal data will be of value or what relationships will emerge. Therefore identifying a primary purpose at the beginning of the process, and then restricting one's use of the data to that purpose are the antithesis of a data mining exercise." A variety of analytical techniques, including those that make use of neural networks and other techniques are relied upon to identify and define "associations, sequences, classifications, clusters" and forecasts.

The most important products of data mining are the unique classifications of "types" of consumers, or information seekers, that can be characterized further by the addition of demographic information. Members of the "Individual Reference Industry" claim that they limit their efforts to the most socially responsible activities. These activities include the prevention of fraud, consumer protection, locating organ donors, and providing assistance in child support cases. Yet there are numerous other information vendors who specialize in providing individually identifiable information specifically for the purpose of enabling marketing discrimination.

We can understand the great variety in the sorts of consumer/citizen/person types that can be generated through data mining by considering the ways in which simple queries of geodemographic databases might be used. A query of a geodemographic database would permit the identification of all the people within a given city, or county, or neighborhood whose income is likely to exceed some figure. They might also be identified on the basis of their ownership of particular automobiles, their purchase of gourmet foods, their membership in fraternal organizations, or the extent to which their preferences for action-adventure exceeds some criterion level.
Providers of Web-based information services have increasingly turned towards advertising as a means of survival within an environment in which the dominant culture is hostile toward the idea of paying for information. Advertising in the context of the World Wide Web is valuable to the extent that it can be targeted to categories of individuals who have by their recent behavior, have "self-identified" as a member of a target group.

Conflicts emerge most critically in the context of Internet service providers, such as American Online, that have a special relationship with their member/subscribers. Because these portals provide a broad range of interactive services that vary substantially in terms of the economic value and the sensitivity of the information that can be captured and stored by the provider during the ordinary course of business. These providers will almost certainly make use of transaction-generated information to improve their service to their members, and we would assume that they would avoid those uses that might generate substantial doubt or mistrust regarding the use of personal information. Yet, the tempting appeals from advertisers to supply more and more detailed information about member/subscribers may be irresistible.

Robin Mansell and her colleagues at the University of Sussex, have explored the problems that commercial developers of "virtual communities" are facing as the potential for secondary exploitation of the information generated within these communities increases. Among the issues that have emerged are many which have to do with the nature of identity and identification. Within the "gift economies" that are common to virtual communities, there is genuine value in the identities that have been formed through interaction within the community over time. Their identity within the group bears no necessary relationship to any identity, or systems of identification that operate outside the virtual community. Yet, for a number of legal and financial reasons, the provider, or entities in partnership with the Internet Service Provider (ISP) may wish to link virtual identities with identities in the "real world."
Virtual communities and groups may establish their own rules about the nature and extent of identification within a particular locale that may differ from the more general rules established by the service provider. The rules may vary as a function of the sorts of transactions or interactions most likely to take place within those cyberspaces. Jerry Kang has identified three different sorts of spaces in which rules regarding racial identification might be established. Those spaces identified most readily with commercial transactions would be characterized by the absence of racial identifiers. Those spaces in which non-economic social interaction is more likely, authenticated racial identification might be required, or facilitated. A third variety of cyber-spaces would include those in which identity play is common, and where racial identification may be presented, but not authenticated.

The problems involved in facilitating the transfer of identity between cyberspaces without violating the rules governing the nature of identification are substantial. Yet, they pale in comparison with the temptation to acquire, combine, and interpret the information generated through interactions and transactions in these spheres. The fact that a large number of the most highly visible portal and virtual community, and transaction service providers make use of intelligent agents and other techniques to capture transaction generated information is consistent with this view.

Problems with maintaining a trusted relationship with users have led service providers to establish personalized, or "customized" points of entry which gather personal information at the time of registration, and accumulate additional information through transactions that are enabled through those personalized pages. Although they have not been widely implemented, it seems likely that some form of individualization with regard to information collection and use will become standard.

**Discrimination**

The computer profile is a discriminatory technology. It is a resource used to differentiate between persons and groups. We are concerned about these distinctions because they nearly always involve evaluation.
While the popular perception of a profile is linked to a dossier that contains exquisite
detail about an individual, a cyberspace profile is something different. A profile is
primarily a list of categories that have been determined to be relevant to some
administrative decision that must be made by an organization with regard to an
individual, a group, or a class. Individual categories or variables are the dimensions along
which an entity may be evaluated. Subsets of categories may be combined into an index
score. The fundamental purpose of a profile is the assignment of an individual into a class
or category that represents a decision. This is a process of identification with a
consequence.

There are at least three bases for concern regarding the use of transaction-generated
information for the classification of individuals (profiling) for use in decisions that may
determine economic opportunity. First, the data may be erroneous, or incomplete.
Second, the models used to interpret the relations between variables may be flawed.
Third, the consequences that flow from the use of the models may exacerbate existing
disparities.\textsuperscript{71}

Data may be in error for a variety of reasons. These include the existence of biases in the
systems that capture, process, and report data as facts.\textsuperscript{82} That models may be in error
hardly needs statement. The fact that models are resistant to challenge, and are little
threatened by disconfirming evidence,\textsuperscript{83} is even more worrisome when we recognize that
these models are incorporated into the routine assessments that are made by computer.\textsuperscript{81}

Another shortcoming that operates at the level of both theory and data is the assumption
that the identity of an individual can be reduced, or captured, or represented by
measurable characteristics. The fact that the most easily obtainable measure is that which
marks decisions about consumption suggests that the identities that can be constructed are
unidimensional.\textsuperscript{85} Goss charges geodemographic analyses with being guilty of the
"fetishization of life-style" or presenting consumer life-styles "as if they were
independent of socioeconomic relations."\textsuperscript{64}
The use of predictive models based on historical data is inherently conservative. Their use tends to reproduce and reinforce assessments and decisions made in the past. Examples abound. Even though Cass Sunstein has suggested that statistical discrimination may be economically rational, he suggests that its social impact may be socially destructive because of the effect that such decisions may have on the development of human capital. Those not yet in the market may observe the operation of the market, and observe the meager returns to investment in education and training. They may, as rational actors, decide that it makes little sense to invest in education, when other activities less beneficial to society as a whole, may provide more immediate rewards. Of course, the failure to invest in human capital, and then to pursue disfavored alternatives for survival, only serve to reinforce stereotypic views. The vicious circle is drawn tighter still.

**Segmentation**

The development and use of consumer profiles facilitates the use of market segmentation as a basis for increasing sales and profits. Market segmentation is pursued along an almost unlimited number of dimensions. The social consequences that flow from the use of market segmentation are seen as problematic by many contemporary observers. Our concerns with regard to the social consequences of segmentation tend to be focused on segments based on demographic categories, including race and ethnicity. Segmentation and targeting on the basis of revealed preferences has not been subject to the same level of critical review. Lambert has argued that market segmentation is a form a marketing discrimination. He suggests that "the best terms and conditions for credit cards, home equity loans, and other forms of credit may not elude minorities not because a loan officer turned them down, but because they never received an offer in the first place." This process becomes especially troublesome in the context of an emerging tendency to send pre-approved applications to selected consumers. He suggests that unlawful discrimination might also be charged if the distribution of offers reflect the identification of a neighborhood as being ineligible on the basis of race. He suggests further than a successful claim may also be made on the basis of advertising that avoids minority media outlets.
Many commentators emphasize the impact of segmentation on the operation of the public sphere. Baker discusses the ways in which an advertiser-supported press may be involved in the development of an inauthentic or "corrupt" segmentation. Authentic segmentation would be related to each group's "discursive development within the lifeworld in response to each group’s identification of its needs and values." Corrupt segmentation would, conversely, reflect the influence of money, rather than group needs or values. Baker agrees that "market steering can equally corrupt segmentation" and that "this corrupt segmentation undermines both common discourse and self-governing group life."

The social consequences that flow from consumer segmentation targeting are largely invisible to the participants in the contemporary debates about privacy and regulation of Internet commerce because the attention of both scholars and policy makers has been focused on the expressions of concern by individuals.

**Privacy Policy**

A focus on the concern of individuals about their own vulnerability is understandable. Even when the right of privacy is examined in the context of group rights, that right is understood to have been derived from individual rights and from the benefits of association.

One may argue that there is an intrinsic value in the group as a social collective. This value is to be seen as part of a continuum of existence that flows from personhood, through communality, to sociality. There may be a category of rights appropriate for each. Garet challenges our assumptions about the basis for our appreciation of groups. He argues that "while some groups of importance in our lives are voluntary associations, others, of perhaps greater moral bearing, are neither voluntary nor associative." Instead, Garet argues, the Supreme Court has assigned great value to the rights of groups that are "highly ascriptive: membership is imputed rather than chosen in any ordinary sense." While I cannot yet claim that the sorts of groups that are created by means of their
common victimization will eventually acquire a sense of solidarity and common purpose in opposition, their existence and their group status cannot be denied.

Privacy legislation has traditionally been concerned with individually identifiable information. Information about groups, or aggregates is seen to be beyond the reach of privacy's scope. Indeed, it has been suggested that because aggregate information does not identify persons individually, there is no threat to privacy. Even the most expansive efforts to limit the commercial use of consumer information, specify exceptions for aggregate information. This does not mean that social groups, such as women, have not been involved in presenting arguments about the ways in which privacy laws affect their interests.

This does mean, however, that groups, whose existence is entirely conceptual, in that they are unknown to each other, have little possibility of acting as a group. They are also unlikely to realize the benefits of taking legal action as an aggrieved class or otherwise shaping the privacy debate. Aggrieved individuals, believing that others have share their experience, may take the initiative, and may even use the power of the Internet to identify others and begin the process of interest group formation. Enterprising lawyer advocates may also assume the responsibility for developing a plaintiff class and helping to shape its approach to litigation. Whatever the process, the legitimate interest of these groups in being spared the costs of invidious discrimination deserves consideration.

The Velvet Trap

The dominant trend within the debates surrounding privacy and the emerging Internet is an embrace of the market as a solution to the problems of corporate abuse. Self-regulation is the form that a marketplace solution would ultimately take. It is argued that rational self-interest would govern choices made by firms seeking to succeed in e-commerce. Competition is supposed to ensure that firms can not survive and prosper if they engage in activities that consumers find objectionable. Yet, we know that this idealized competitive market is rarely seen in the world of flesh and blood, and is hard to imagine in cyberspace.
Jerry Kang examines the marketplace solution and suggests that the strongest argument against it is one that is based on a concern for the autonomous individual. Part of this critique suggests that consent within this market is not voluntary, but coerced. Consent in this market is also uninformed because of the informational asymmetry that characterizes most market transactions. Not only are consumers unaware of the nature of the informational dimensions of their transactions. They are especially unaware of the consequences that flow from the use of their transaction-generated information in the development of profiles. Indeed, I would argue that they are largely unaware that they are even participating in what is being discussed as a "second exchange," where some "intangible benefits" like "higher quality service" and "personalized offers" are received in exchange for the right to use personal information. As Culnan and Milberg note, because Web servers capture information about browsing, as well as information about actual transactions, this so-called "second exchange" often takes place before, and in many cases, without the primary exchange ever taking place.

**First Principles**

Kang offers recommendations for the establishment of particular default rules that would govern the flow of personal information in the absence of explicit contracts governing transactions. He bases his recommendations on the concept of functional necessity. He determines that the "processing of personal information for any form of advertising--even when that advertising is done by the information collector--is not functionally necessary. Disclosing personal information to third parties to do the same, would, a fortiori, not be functionally necessary." We have little reason to expect, or even to hope that Kang’s default rules might actually reach this fundamental limitation. Instead, we have to look for any signs that the policy system is even open to the possibility of establishing limits on the power of business to exploit identity and identification without regard to the consequences.

The Federal Trade Commission (FTC) clearly reflects the view that self-regulation is preferable to the more active regulatory stance favored by members of the European
Community. The Commission's recent assessment of industry practice has been focused on the extent to which the information practices of the most popular commercial Web sites implement each of "four substantive fair information practice principles" that have emerged as the de facto standard in the United States.

The four principles include the most fundamental--that consumers should be informed about information practices before the information is collected. Once informed, a second core principle makes sense--that consumers be given the opportunity to choose options based upon their understanding of how those options might govern the collection and use of personal information.

The third principle would ensure that consumers have "reasonable" access to the information about them that has been collected, as well as an opportunity to "contest" the data's accuracy and completeness. Finally, consumers would be assured that their information would be secure from unauthorized use. The Commission concluded that while some progress had been made since their 1998 report, few of the busiest Web sites had implemented all four principles to the Commission's satisfaction. Yet, on the basis of the evidence available to them, the Commission concluded that it would not be appropriate for the government to pursue a legislative or regulatory solution at this time.

Neither the Federal Trade Commission nor the Department of Commerce appear likely to include the "Use Limitation Principle" in any Codes of fair information practices that will be used in evaluating the Internet marketplace. The Use Limitation Principle, which is a close correlate of the principle that the use of information should be fully specified at the time of collection, suggests that personal data should not be disclosed, made available or otherwise used for purposes other than those specified initially. The development of consumer profiles, especially those that are developed by means of data mining operations that combine information from a broad range of transactions, can not be understood as being consistent with this principle. Data mining is, by definition, a secondary use. And under these international principles, "requires the explicit consent of the data subject or consumer."
It is also abundantly clear that data mining is not, and is not very likely to ever be an open and transparent activity. Privacy Commissioner Ann Cavoukian suggests: "Even consumers with a heightened sense of privacy about the use and circulation of their personal information would have no idea that the information that they provided for the rental of a movie or a credit card transaction could be mined and a detailed profile of their preferences developed."\textsuperscript{106}

It is also not clear the organizations making use of data mining technology would be prepared to reveal to consumers the nature of their profiles, as the FTC code suggests.\textsuperscript{107} Nor, is it clear that an individual consumer should be expected to provide an informed and compelling challenge to any aspect of their individual profiles. Literally thousands of transactions by one person are interpreted in the context of thousands more made by many thousands of unidentified others.\textsuperscript{108} This complexity is simply not open to challenge, even if it were presented to consumers in some intelligible form.

The fact that the Commission, in cooperation with the Department of Commerce announced a workshop focusing online profiling, and reported plans for an investigation of the use of electronic identifiers to track consumer behavior is encouraging. Yet, there are few signs that the Commission, or any other Federal agency appears prepared to engage the hard questions about the ways in which transaction-generated information is used to identify the groups which will be the targets of market segmentation and other forms of discrimination.\textsuperscript{109}

If we pursue the interest of those groups who are the victims of invidious distinction and marketing discrimination, we might ask which group should we protect first?

**In Defense of Invisible Groups**

Charles Raab and Colin Bennett have asked about the distribution of privacy risks.\textsuperscript{111} They explicitly consider the possibility that policy actors may need to identify "particularly vulnerable social groups" for the purpose of building coalitions and
mobilizing advocates who support their specific interests, as well as those organizations concerned with civil liberties more generally. They note that policy discourse that is concerned with "fair information principles" is generally not concerned with achieving equality. They note, as well, that in the United States, the general practice is one that leaves "it largely to individuals themselves to pursue complaints and to seek remedies." The policy problem is not appreciably less troublesome in the European context. There, we observe a concern with "different kinds of data, and not of different kinds of persons."  

Raab and Bennett suggest that different sorts of social identities might be specified in the context of the kinds of relationships that characterize different sectors within the society. Thus, there are groups that can be defined as customers, patients, suspects, students, and taxpayers. There are also groups that can be defined on the basis of still other categories that exist outside explicit relationships, but along some continuum: young/old, rich/poor, native/immigrant, etc. The complexities emerge, as we have noted with regard to complex identities as individuals navigate a great variety of sectors, and interact with institutional others from behind an assortment of presentational masks. As Raab and Bennett suggest, no simple aggregation can even represent the essence of a person.  

Surveys of consumers indicate a high level of concern about the loss of privacy. Yet, the numbers of respondents who say they have been victims of an "invasion of their privacy" is comparatively low. The surveys reflect a high level of perceived risk. Perceived risk is the basis upon which individuals decide whether to venture into transactions with strangers, or even decide to invest in the technology that would enable such transactions. Perceived risk may explain some part of the persistence of a "digital divide." This risk may be distributed unequally. However, when we engage the problem of risk, we are necessarily taken out of the realm of objective statistics, and into the uncertainty of perception. While there is still debate about the nature and extent of racial discrimination, there are at least standards, tests, and measures upon which comparisons can be made. There are no such standards in the area of perceived risk. The perception of risk is shaped by a complex of factors, including the nature of the hazard, the way it has been portrayed.
in the press, as well as by the sense of power and efficacy that varies systematically with race, gender, age and income. This complexity ensures that no broad standards will ever appear.

In the context of discrimination more generally, it has been suggested that special protections for social groups and their members should be based on their actual or potential political power. The assumption here is that groups with political power can use that power to pursue their interests in the courts or through legislative representatives.

Kenji Yoshimo elaborates on this argument in the context of the government's "don't ask, don't tell" policy governing homosexuals in the military. After suggesting that the courts might withhold the grant of "heightened scrutiny" from groups that can change or conceal their defining traits, Yoshimo argues that neither mutability nor invisibility are really determinants of political power. It is only when invisibility is compelled, that the outcome is disempowerment.

Yoshimo's ultimate recommendation is that the jurisprudence of heightened scrutiny should be reconstructed solely on the basis of an analysis of political powerlessness. Yet, a further distinction is made. The traditional view is characterized as being class based, in which women, blacks, and gays are members of disempowered classes. An emergent view is one that is based on classification (or identification). The distinction would not be based on classes, but on the classifications or distinctions that create the classes (race, sex, or sexual orientation). The expressed value, according to Yoshimo is one of symmetry. "If blacks get heightened scrutiny, so must whites." This is the view that appears to be in ascendance within the U.S. courts.

I recognize that where political power may be the appropriate standard with regard to the courts, it is obvious that a very different standard of power operates within the marketplace. Unless minority tastes are combined with considerable wealth or disposable income, they are not honored in the market. That they are not heard in the market for information is even more troubling, for many of the reasons we have already reviewed.
The challenge is to transform the lack of political power that may justify heightened scrutiny within the courts into a comparable level of scrutiny within the marketplace.

**Toward General Standards**

As scholars and activists work toward the development of the means for defining and measuring the actual, perceived, and dynamic vulnerability of groups within markets and public spheres, there remains a pressing need for us to establish a more general policy to govern transactions in cyberspace.

The Federal Trade Commission has rather settled rather selectively on a subset of the OECD privacy guidelines. As a result they have weakened their usefulness as standard. The Commission must challenged to explain why they have pulled back so far from a standard that seems on its face to have been very well considered. Joel Reidenberg has argued persuasively for the implementation of these standards in the context of a withering critique of information practices within the direct marketing industry. Reidenberg has also been clear in his objections to reliance on the marketplace to develop and enforce these standards. His works have undoubtedly fallen upon deaf ears. Perhaps the Commission might respond more favorably to the recommendations of social scientists, rather than legal scholars. Gary Marx has proposed 29 questions that he suggests that those who engage in surveillance might ask themselves as they plan the collection and use of personal information. The Federal Trade Commission, as well as the Federal Communications Commission, and perhaps the Office of Management and Budget should consider the adoption of questions of this sort as the basis of evaluating the information practices of those organizations for whom they have oversight responsibility.
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