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ABSTRACT 
 
Neuroeconomics, Behavioral Economics and the Political Economy of Nudge 
 
 
Transformations in the strategies and techniques of governmentality have been implemented 

around the globe through different versions of behavioral interventions being characterized as 

“nudges.” Although the variety of areas in which the structuration of this so-called “libertarian 

paternalism” will occur is considerable, this paper will focus on the implementation of these 

practices within geopolitical areas being referred to as “smart cities.”  

 

Informed by earlier assessments of technologically based theories of communication and social 

change by Preston, this paper will briefly examine the relationships between technological 

advances in neuroscience associated with increasingly sophisticated brain scanning technology. 

It will then examine the impact of these and related technological developments on 

neuroeconomics and behavioral economics as foundational contributions to the governance of 

smart cities.  

 

Because of the resonance between these developments and transformations in several areas of 

governmentality explored by Foucault in the 1970s, and by an increasing number of theorists of 

late, this paper sets out a program of research and policy analysis organized through the political 

economy of communications framework laid out by Mosco. Through an emphasis on the 

contributions to behavioral economics made by Thaler and Sunstein, smart city governance will 

be identified and assessed in terms of the processes of Commodification, Spatialization and 

Structuration as defined by Mosco. Part of what is being commodified in support of nudging 

policies implemented through public/private partnerships are the networked devices that capture 

cognitive, affective and behavioral information which are being used to alter strategies and 

targets of contemporary and emergent forms of correct training.  

 

This paper also identifies the dominant firms operating in this rapidly evolving sector, including 

network providers such as Oracle, and those providing resources for advanced computing and 

analytics like Microsoft and IBM. For example, in our analysis of spatialization, these initiatives 

will be characterized in part by the frameworks being developed for implementation within 
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targeted areas and populations through which nudges, varying in intensity and levels of 

constraint will be delivered, evaluated and altered.  

 

In this emergent governance arena, multiple forms of transaction-generated, and remotely sensed 

information about persons, devices and the relations between them will be subject to analysis by 

a variety of interested actors. Information derived from these analyses will play a critical role in 

the design, management and evaluation of nudges, some of which will be used to exploit, rather 

than to overcome common limitations in consumer decision-making. 

 

The implications of this process for groups within society, especially those already 

disadvantaged by poverty, segregation and disregard, will be described, and illustrated with 

examples from around the globe. The paper will conclude with an articulation of public policy 

concerns, including those related to privacy and surveillance that will call for an organized 

response at the political level. 
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Introduction	
	

Transformations	in	the	strategies	and	techniques	of	governmentality	have	been	implemented	

around	the	globe	through	different	versions	of	behavioral	interventions	being	characterized	as	

“nudges.”	The	design	of	these	choice	architectures,	which	work	primarily	through	the	framing	

of	the	default	options	that	individuals	don’t	actually	choose	or	accept,	because	they	are	

imposed,	should	be	understood	as	communications	strategies.	While	libertarian	paternalism	is	

said	to	require	that	individuals	should	not	face	meaningful	costs	in	opting	out,	or	choosing	an	

alternative	at	odds	with	chosen	default	(Oliver,	2013;	Sunstein,	2015b;	Yeung,	2012),	one	

should	expect	that	the	framing	of	such	an	option	will	be	designed	to	exploit	a	common	bias	or	

heuristic	strategy	related	to	loss	aversion,	or	increasingly,	to	exploit	a	cognitive	bias	for	which	

members	of	a	specific	social	category	are	especially	vulnerable.		

	

Because	of	the	resonance	between	these	developments	and	transformations	in	several	areas	of	

governmentality	explored	by	Foucault	in	the	1970s,	and	by	an	increasing	number	of	theorists	of	

late,	this	paper	sets	out	a	program	of	research	and	policy	analysis	organized	through	the	

political	economy	of	communications	framework	as	conceived	by	Vincent	Mosco	(2009).	Such	a	

framework	provides	us	with	a	useful	entry	point	to	explore	the	communicative	aspects	of	the	

nudge	agenda.	Mosco’s	approach	to	communication	focuses	on	three	related	processes:	

commodification,	spatialization	and	structuration.		

	
This	paper	will	focus	on	the	implementation	of	these	practices	within	geopolitical	areas	being	

referred	to	as	“smart	cities.”	Informed	by	earlier	assessments	of	technologically	based	theories	

of	communication	and	social	change	by	Preston	(2001),	this	paper	will	briefly	examine	the	

relationships	between	technological	advances	in	neuroscience	associated	with	increasingly	

sophisticated	brain	scanning	technology.	It	will	then	reflect	on	the	impact	of	these	and	related	

technological	developments	on	neuroeconomics	and	behavioral	economics	as	foundational	

contributions	to	the	governance	of	smart	cities.	The	paper	also	identifies	the	dominant	firms	

operating	in	this	rapidly	evolving	sector,	including	network	providers	such	as	Oracle,	and	those	

providing	resources	for	advanced	computing	and	analytics	like	Microsoft	and	IBM.	For	example,	
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in	our	analysis	of	spatialization,	these	initiatives	will	be	characterized	in	part	by	the	frameworks	

being	developed	for	implementation	within	targeted	areas	and	populations	through	which	

nudges,	varying	in	intensity	and	levels	of	constraint	will	be	delivered,	evaluated	and	altered.	

The	implications	of	this	process	for	groups	within	society,	especially	those	already	

disadvantaged	by	poverty,	segregation	and	disregard,	will	be	described,	and	illustrated	with	

examples	from	around	the	globe.	The	paper	will	conclude	with	an	articulation	of	public	policy	

concerns,	including	those	related	to	privacy	and	surveillance	that	will	call	for	an	organized	

response	at	the	political	level.	

	

Commodification,	spatialization	and	structuration	
 
Computerization	of	networked	communications	and	information	processing	plays	in	the	

increasingly	complex	systems	through	which	goods	and	services	are	transformed	into	

commodities	for	sale.	Mosco’s	framing	of	this	process	(2009,	pp.	130-133)	emphasizes	a	

connection	between	capitalist	exploitation	of	labor,	and	the	transformation	of	things	

valued	for	their	uses,	into	things	valued	for	their	contribution	to	the	realization	of	profits,	or	

surplus	value	within	markets.	A	political	economy	of	communication	is	understandably	

concerned	with	media	content	as	a	primary	commodity	form,	but	early	in	its	development	as	a	

point	of	theoretical	interest,	the	audiences	or	consumers	of	that	content	(Bermejo,	2007;	

Napoli,	2003)	became	the	focus	of	debate	regarding	the	extent	to	which	some	of	those	

audience	members	were	being	exploited	as	labor	(McGuigan	&	Mazerolle,	2014;	Mosco,	2009,	

pp.	136-143).		

	

Although	he	does	not	place	much	emphasis	on	the	processes	through	which	information	about	

audiences	is	transformed	into	strategic	intelligence	in	support	of	marketing	and	social	control,	

his	characterization	of	ratings	and	other	measures	of	audience	behavior	as	an	“immanent	

process”	of	surveillance	through	which	“one	commodity	gives	rise	directly	to	another	

one”	identifies	a	key	concern	(Mosco,	2009,	pp.	141-143).	The	nature	of	this	process	of	

transforming	transaction-generated	information	(TGI)	gathered	through	a	multiplicity	of	data-
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gathering	systems	and	devices	into	technologies	of	control	(Gandy,	2011)	will	be	a	central	focus	

of	our	examination	of	the	surveillance	processes	taking	shape	within	smart	cities.	

	

The	importance	of	TGI	and	its	relationship	to	surveillance	and	control	is	reflected	in	the	
definition	of	spatialization	as	a	process	through	which	the	constraints	of	space	and	time	are	

overcome.	Changes	in	the	nature	of	globalization	are	attributable	to	the	fact	that	“the	means	of	

communication,	including	new	technologies…	have	made	it	cost-effective	and	easier	for	firms…	

to	operate	efficiently	across	several	borders”	(Mosco,	2009,	p.	161).	The	ability	to	exercise	

managerial	control	from	afar,	in	part	through	an	expanded	role	for	shared	data	storage	and	

analysis	accessible	through	“the	cloud”	(de	Bruin	&	Floridi,	2017),	adds	to	the	flexibility	of	

management	structures,	and	collaborative	arrangements.	

	

Of	course,	the	expansion	of	multinational	corporations	doing	business	in	a	broad	range	of	

industrial	sectors,	including	the	producers	of	mass	media	content,	has	also	meant	that	

telecommunications,	marketing,	and	data	processing	firms	have	emerged	into	this	global	

market	space.	In	his	comments	about	Wal-Mart,	Mosco	(2009,	pp.	174-175)	describes	how	this	

powerful	merchandiser	coordinates	its	global	network	of	suppliers	and	distributors,	but	also	

notes	its	leadership	in	“its	ability	to	extract	value	from	practically	every	bit	of	information	the	

company	collects	on	customers,	workers,	suppliers,	distributors,	and	so	on…”		

	

The	addition	of	social	media	giants	like	Facebook	into	the	global	information	network	

has	introduced	yet	another	disturbance	into	the	social,	cultural	and	political	environment	that	

we	are	just	beginning	to	understand	(Fuchs,	2015).	Many	of	these	corporations	have	become	

active	in	the	development	of	promotion	of	smart	cities	as	they	enter	into	public/private	

partnerships	(P3s)	with	governments.	Neoliberal	strategies	for	governance	in	this	new	industrial	

age,	known	as	“liberalization,	privatization,	and	internationalization,”	have	become	some	of	

“the	more	significant	examples	of	the	state’s	constitutive	role”	in	this	process	(Mosco,	2009,	p.	

178).		
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Lastly,	the	concept	of	structuration	plays	an	important	role	in	extending	our	understanding	of	

the	relationships	between	the	structures	and	institutions	that	both	enable	and	constrain	the	

kinds	of	actions	we	take,	and	activities	that	we	engage	in,	to	incorporate	the	differences	

between	us	in	the	ways	we	act,	individually	and	collectively	to	shape	those	structural	features	

(Mosco,	2009).	Giddens’	emphasis	on	the	role	of	“knowledgeable	actors”	in	pursuit	of	

their	interests,	as	they	understand	them,	requires	us	to	consider	aspects	of	those	efforts	that	

might	not	be	considered	within	mainstream	economic	theory.		

	

In	understanding	agents	and	their	agency,	we	need	to	understand	the	roles,	resources	and	

routines	that	explain	the	differences	in	power	and	influence	that	exist	between	groups	within	

society	at	particular	points	in	time.	Mosco	(2009)	explores	some	of	the	differences	between	

groups,	defined	categorically,	and	experienced	subjectively,	such	as	those	identified	by	race,	

class	and	gender,	and	we	might	add	today,	national	origin.	Central	to	this	process	of	

structuration	are	the	direct	and	indirect	social	interactions,	including	those	experienced	

through	communication	and	media	consumption,	that	play	a	role	in	the	formation	and	

reproduction	of	social	identities	or	group	consciousness	(Gandy,	1993,	pp.	25-35;	Gandy,	1998).	

	

Mosco	adds	social	movements,	and	hegemony	to	the	list	of	key	considerations	that	play	a	

central	role	in	the	structuration	of	powerful	institutions	of	governance	as	explored	within	the	

political	economy	of	communication.	Social	movements,	including	those	that	have	been	a	part	

of	the	continuing	struggles	of	marginalized	and	disadvantaged	groups	to	gain	access	to	the	

rights	and	resources	that	define	group	privilege	for	more	advantaged	members	of	society	are	

motivated	by	a	set	of	common	interests.	Strategic	communication	campaigns	designed	to	

mobilize	support	or	opposition	to	public	policies,	or	institutional	activities	have	to	be	

understood	in	the	context	of	the	economic,	social	and	political	resources	that	these	social	

movements	can	bring	to	bear	(Manheim,	2011).	The	success	of	these	groups	is	determined	by	a	

variety	of	factors,	including	the	extent	to	which	different	interest	groups	are	able	to	form	

collaborative	alliances,	despite	the	differences	in	their	primary	interests.	
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An	additional	factor	that	may	either	enable	or	constrain	their	ability	to	effect	the	

mobilization	of	public	opinion	in	support	of	their	policy	goals	is	related	to	what	Mosco	(2009,	

pp.	206-209)	identifies	as	hegemony.	Giving	credit	to	the	insights	derived	from	Antonio	

Gramsci,	Mosco	calls	our	attention	to	the	role	played	by	views	of	the	world	that	have	come	to	

be	accepted	as	“common	sense.”	The	debate	is	often	about	normalized	understandings	that	are	

the	product	of	interactions	throughout	society,	rather	than	simply	an	ideological	frame	that	

powerful	actors	seek	to	impose	on	the	population.	As	Mosco	notes	(2009,	p.	207)	“Global	

neoliberalism,	the	vision	of	the	world	as	one	large	market	managed	by	global	business	with	

support	from	national	governments	and	international	organizations	constitutes	a	powerful	

hegemony.”	It	is	this	hegemony	that	we	are	forced	to	confront	as	we	seek	to	develop	a	

response	to	the	problems	we	see	in	the	development	of	smart	cities	around	the	globe.		

	

The	Smart	City	

As	Robert	Hollands	(2008,	p.	303)	implies	with	his	symbolic	request	“will	the	real	smart	city	

please	stand	up?”,	we	have	a	lot	to	learn	about	the	nature	of	those	places	that	are	referred	to	

as	smart	cities	by	their	leaders,	if	not	by	others.	He	wonders	in	his	critical	assessment	whether	

so-called	smart	cities	“can	be	understood	as	a	high-tech	variation	of	the	‘entrepreneurial	city’.”	

For	Hollands,	an	important	question	is	whether	the	use	of	the	label	invites	certain	positive	

assumptions,	at	the	same	time	that	it	might	“play	down	some	of	the	underlying	urban	issues	

and	problems	inherent	in	the	labelling	process	itself”	(Hollands,	2008,	p.	304).	

	

Over	the	last	decade,	urban	developments	have	been	reimagined	as	smart	spaces	that	can	

integrate	a	range	of	networked	systems,	sensors,	and	analytical	resources	to	manage	and	

govern	a	city’s	functions.	These	cities	have	been	envisioned	as	spaces	that	hold	the	

computational	power	to	monitor,	gain	knowledge	on,	and	adapt	to	both	the	physical	

architectures	that	comprise	these	spaces	as	well	as	the	people	who	inhabit	them	(Batty,	

Axhausen,	Giannotti,	Pozdnoukhov,	et	al.,	2012).	The	vast	amounts	of	data	extracted	from	

smart	city	devices	is	said	to	aid	with	the	management	of	its	transport,	environmental,	social,	

and	economics	systems.	As	such,	a	smart	city	is	not	only	wired	to	smart	sensors	and	devices,	it	
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also	comprises	a	larger	network	of	actors	and	institutions,	including	smart	governments,	

businesses,	schools,	hospitals,	homes,	and	citizens.		

	

A	useful	definition	of	smart	cities	is	elaborated	by	Giffinger	et	al.	(2007)	who	explain	that	while	

there	is	no	common	agreement	on	an	all-encompassing	definition	of	the	space,	it	is	possible	to	

identify	shared	characteristics:	

	

Smart	economy:	Comprising	industries	in	the	ICT	sector	into	smart	city	processes.	This	

kind	of	economy	is	connected	to	innovation,	entrepreneurialism,	labour	market	

flexibility,	economic	image	and	trademarks,	globalization,	and	ability	to	transform.	

Smart	people:	This	aspect		is	related	to	educational	attainment,	tendency	towards	life-

long	learning,	open-mindedness,	cosmopolitanism,	and	participation	in	public	life.	

Smart	governance:	The	use	of	new	channels	of	communication	for	citizens	to	be	involved	

in	participatory	decision-making	processes;	for	example,	“e-democracy”	or	“e-

governance”.	Such	processes	hinge	on	transparent	and	accountible	systems	of	

politics/governance,	as	well	as	accessibility	of	public	services.	

Smart	mobility:	The	availability	of	ICT	infrastructure,	local	and	international	accessibility,		

sustainable,	safe,	and	innovative	transport	systems.	

Smart	environment:	lack	of	pollution,	environmental	protection,	and	sustainable	

management	of	natural	resources.	

Smart	living:	the	maximization	of	well-being	and	quality	of	life,	social	cohesion,	

accessibility	to	cultural	and	educational	services,	quality	of	housing,	tourist	attractions,	

personal	safety.	(p.	12)	

	

Although	the	definition	is	indeed	helpful	for	making	sense	of	smart	city	structures,	as	Vanolo	

(2013)	reasons,	while	the	separation	into	six	dimensions	is	likely	informed	by	“conventional	

wisdom”,	it	could	also	potentially	naturalize	and	depoliticize	political	choices	as	evidenced	by	

the	idea	of	a	flexibile	labor	market,	which	is	not	assumed	as	an	option	but	rather	as	an	explicit	

aim	of	a	smart	city	economy.	Furthermore,	“smartness”		is	gradually	becoming	a	discourse	of	
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social	control	that	normalizes	government	and	coporate	incursions	into	an	individual’s	private	

life.	

	

Among	the	positive	attributes	that	might	be	associated	with	smart	city	as	a	designation	is	the	

use	of	networked	infrastructures	for	economic	and	political	efficiency,	as	well	as	social,	cultural,	

and	urban	development	(Hollands,	2008,	p.	307).	It	has	been	suggested	that	a	smart	city	is	a	

utopian	vision	of	a	sustainable	urban	environment	that	produces	wealth	and	well-being	

through	innovative	use	of	new	technologies	to	confront	various	operational	problems	

(Greenfield,	2013).	For	example,	Huawei,	a	leading	proponent	of	Smart	City	initiatives,	focuses	

on	the	many	benefits	of	smart	cities,	where	advanced	wireless	networks	can	make	ubiquitous	

connectivity	and	collaboration	possible.	In	its	evaluation	of	the	“ten	leading	smart	cities	in	the	

UK,”	Huawei	(2016,	pp.	5-6)	identifies	criteria	for	evaluating	these	projects	in	terms	of	strategy	

and	execution,	using	them	to	identify	cities	as	Leaders,	Contenders,	Challengers	or	Followers.	

Common	to	these	projects	is	an	“underlying	emphasis	on	business-led	urban	development,”	

and	an	associated	understanding	that	this	expanded	role	of	corporations	and	technology	will	

lead	to	significant	changes	in	the	“role	and	function	of	urban	governance”	(Hollands,	2008,	pp.	

307-308).	

	

The	challenges	that	Holllands	and	others	see	on	the	horizon	are	the	difficulties	associated	with	

the	need	to	balance	community	needs	with	those	of	business	and	local	government,	especially	

when	the	leaders	of	local	governments	are	driven	by	an	economic	imperative	to	“attract	

capital,	particularly	knowledge	and	informational	capital	to	their	city”	(Hollands,	2008,	p.	311).	

This	understandable	desire	to	derive	the	benefits	of	investments	and	expenditures	by	well-

resourced	firms	leads	city	managers	to	enter	into	deals,	including	heavily	subsidized	P3s	that	

can	easily	backfire,	or	evaporate	because	“information	technology	capital	may	flow	elsewhere	

depending	upon	what	advantages	are	available	to	aid	further	capital	accumulation”	(Hollands,	

2008,	p.	314).	
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The	criticisms	of	smart	city	initiatives	have	been	extensive,	and	many	of	them	have	been	

identified	as	converging	into	a	set	of	challenges	(Kitchin,	Lauriault	&	McArdle,	2015).	The	first	

challenges	the	underlying	belief	that	all	the	problematic	aspects	of	urban	communities	can	be	

managed	with	technological	resources,	guided	by	an	instrumental	rationality.	Although	some	

have	argued	that	it	is	indeed	possible	for	a	smart	city	to	think	with	its	collective	social	/	political	

brain	rather	than	through	its	‘technological	tools’,	which	foregrounds	collective	action	in	the	

process	of	building	the	smart	city	and	potential	for	good	governance	(Lam,	2005).		

	

The	second	concern	being	examined	is	the	extent	to	which	these	developments	or	

transformations	are	being	shaped	by	corporate	interests,	led	by	a	cohort	of	global	leaders	of	

the	information	sector.	Observers	have	pointed	out	that	governing	these	spaces	with	coded	

devices	and	infrastructures	that	rely	on	dynamic	data	might	result	in	technocratic	and/or	

corporatization	of	governance,	as	well	as	difficult	issues	of	surveillance	(Kitchin,	2014).	The	

third	concern,	and	one	which	resonates	with	our	primary	framework,	is	the	manner	in	which	

surveillance,	profiling	and	discrimination	enabled	by	the	commodification	of	transaction-

generated	information	(TGI),	seems	likely	to	“lead	to	highly	controlling	and	unequal	societies	in	

which	rights	to	privacy,	confidentiality,	freedom	of	expression	and	life	chances	are	restricted”	

(Kitchin,	Lauriault	&	McArdle,	2015,	p.	20).		

	

The	fourth	concern	is	directly	related	to	the	third	to	the	extent	that	policies	regarding	the	

collection	and	use	of	TGI	are	being	framed	in	such	a	way	as	to	hide	the	political	and	ideological	

realities	of	this	process	behind	a	screen	of	scientism	in	active	pursuit	of	efficiency	and	

effectiveness	for	the	benefit	of	all.	While	our	primary	focus	is	on	the	nature	of	transformations	

taking	place	within	smart	cities,	it	is	also	important	to	place	those	changes	in	the	context	of	

structurational	processes	unfolding	across	a	greater	spatio-temporal	landscape.			

	

Techno-economic	and	socio-technical	paradigms		

Paschal	Preston	(2001)	provides	an	extended	introduction	to	a	variety	of	assessments	and	

predictions	of	the	socioeconomic	impacts	of	the	rapidly	developing	and	widely	distributed	
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technological	systems	referred	to	as	information	and	communication	technologies	(ICT).	He	

describes	a	number	of	the	theoretical	frameworks	that	had	been	developed	to	shape	our	

understanding	of	the	transformative	role	that	ICTs	were	expected	to	play	in	the	emergence	of	a	

new	social	order.	A	number	of	these	frameworks	attempt	to	characterize	the	historical	

moments	within	which	fundamental	changes	in	technology,	social	relations,	and	political	

ideology,	were	accompanied	by	altered	systems	of	legal,	regulatory	and	institutional	

governance	designed	to	impose	order	on	the	chaos	that	often	accompanied	such	change.		

	

Because	communication	is	not	itself	a	new	technology,	most	references	to	ICTs	as	a	

transformative	technology	are	made	with	regard	to	the	networked	communications	enabled	by	

digital	computers.	The	computer	is	especially	important	because	of	its	role	in	information	

processing,	in	addition	to	its	supportive	roles	in	the	capture,	storage,	and	transmission	of	

information	in	an	expanding	array	of	forms.	The	functions	initially	associated	with	digital	

computers	have	been	implemented	in	another	rapidly	expanding	set	of	devices	that	may	be	

specialized	and	limited	in	functionality,	such	as	the	range	of	environmental	sensors	measuring	

temperature,	rainfall,	or	monitoring	the	entrance,	exit,	or	presence	of	persons,	to	those	

multifunctional	devices,	such	as	mobile	telephones,	some	of	which	match	the	

capabilities	of	desktop	computers.	

	

Among	the	changes	in	the	nature	of	ICTs	that	many	consider	to	be	most	transformative	is	the	

reduction	in	the	size	and	weight	of	these	devices.	Miniaturization	of	complex	systems	not	only	

makes	them	portable,	indeed,	wearable,	but	it	is	fully	expected	that	some	form	of	ICT	will	be	

incorporated	into	every	product,	if	not	in	every	item,	then	in	the	packages	that	store	them.	This	

ubiquity	of	networked	devices	has	led	to	its	characterization	as	the	“internet	of	things”	(IoT)	

(Gubbi,	Buyya,	Marusic	&	Palaniswami,	2013).	With	regards	to	the	networked	devices	operating	

within	“smart	cities,”	the	nature	of	the	functions	being	performed	by	computers	has	been	

expanded	so	far	beyond	what	was	once	referred	to	as	information	processing,	that	distinctions	

are	now	made	in	terms	of	the	degree	of	intelligence	these	devices	can	display,	and	put	into	use	

in	support	of	autonomous	decision-making.	Along	with	other	questions	related	to	governance	
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in	this	new	moment	of	change,	are	those	we	intend	to	explore	with	regard	to	the	development	

of	new	forms	of	collaboration,	such	as	those	extending	beyond	the	public/private	partnerships	

that	the	management	of	complex	systems	within	smart	cities	will	require.	As	important	as	these	

socio-technical	transformations	may	be	in	shaping	the	environment	in	which	we	make	our	lives,	

we	would	like	to	suggest	that	a	set	of	transformations	taking	place	in	the	social	and	behavioral	

sciences	are	equally	important	in	helping	us	to	understand	these	changes,	and	to	guide	our	

participation	in	shaping	a	collective	political	response.	

	

While	much	of	the	focus	among	communication	scholars	is	on	the	new	media	and	social	

communication	networks,	the	place	of	these	intelligent	systems	within	the	economy,	including	

its	impact	on	the	labor	force	and	rising	inequality	is	central	in	our	analysis	(National	Academies,	

2017;	Schiller,	2014).	As	such,	it	is	important	that	our	examination	of	the	forces	involved	in	the	

reshaping	of	communications	not	be	limited	to	either	the	technological,	or	the	strictly	

economic	aspects	of	the	changes	taking	place.	We	wish	to	suggest	that	the	kinds	of	

transformations	that	have	taken	place	in	and	around	the	mainstream	economic	vantage	point	

within	the	public	policy	infrastructure	(Gandy,	2009,	pp.	145-162)	have	such	important	

implications	for	the	nature	of	governmentality	(Foucault,	1991;	Kear,	2012;	Pykett,	2013)	that	it	

would	be	a	grave	error	to	minimize	them.	The	concept	of	governmentality,	in	this	capacity,	

refers	to	the	integration	of	data-driven	inferences	into	governmental	practices.	Power,	then,	

becomes	the	product	of	data	tactics	used	to	normalize	social	behavior.	As	Vanolo	(2014)	

reasons,	governmentality	is	implicated	in	the	way	subjects	make	sense	of	themselves,	

constructing	their	identities	“through	processes	of	government	which	control,	incite	or	

suppress	actions	by	drawing	a	line	between	what	is	‘acceptable’	and	what	is	‘unacceptable’”	(p.	

885).	

	

Although	challenges	to	the	dominance	of	neoclassical	economics	have	been	delivered	from	a	

number	of	important	and	influential	positions	within	the	scholarly	academy,	we	have	chosen	to	

focus	our	attention	on	two	related	perspectives,	in	addition	to	that	presented	by	critical	

political	economy.	Both	neuroeconomics	and	behavioral	economics	share	a	common	interest	in	
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the	cognitive,	affective,	and	behavioral	responses	of	humans	to	information	about	the	myriad	

choices	that	confront	them	throughout	their	lives.	The	fact	that	they	share	an	attachment	to	

empirical,	and	often	experimental	research	to	test	theories	about	the	way	decisions	are	made,	

may	explain	the	commonality	within	their	assaults	on	the	fundamental	assumptions	about	the	

rational	processes	that	economists	have	long	held	to	be	true	(Wright	&	Ginsberg,	2012,	pp.	

1036-1052).	

	

Political	economists	have	consistently	challenged	numerous	core	assumptions	about	the	

choices	made	by	citizens	and	consumers,	including	limits	on	their	rationality,	but	these	critiques	

have	focused	more	on	the	limitations	placed	on	access	to	the	information	that	rational	

decision-making	requires	than	on	the	cognitive	limitations	of	the	choosers.	Criticism	from	

political	economy	also	emphasizes	the	strategic	efforts	by	promoters	of	commercial	as	well	as	

political	goods	and	services,	to	establish	or	alter	tastes	and	preferences	(Van	Tuinen,	2011),	

rather	than	to	assume	that	preferences	were	either	“given,”	or	generated	by	forces	external	to	

market	systems	(Baker,	2002,	pp.	87-95;	Bowles,	1998).	These	and	other	challenges	that	have	

emerged	in	opposition	to	dominant	constructions	of	an	idealized	consumer	will	be	explored	in	

some	detail.	

	

Neuroeconomics	and	Dual	Process	Theories	

In	the	view	of	some,	questions	being	raised	about	the	nature	of	individual	human	choice	can	

only	be	answered	satisfactorily	through	a	combination	of	insights	from	empirically	based	

studies	in	neurobiology,	psychology,	and	economics	under	the	label	of	neuroeconomics	

(Glimcher,	2009).	A	definitive	statement	of	the	promise	of	this	field	was	provided	by	Colin	

Camerer	(2007,	p.	C28):	“The	neuroeconomic	theory	of	the	individual	replaces	the	(perennially	

useful)	fiction	of	a	utility-maximizing	individual	which	has	a	single	goal,	with	a	more	detailed	

account	of	how	components	of	the	individual—brain	regions,	cognitive	control,	and	neural	

circuits—interact	and	communicate	to	determine	individual	behavior.”	The	pursuit	of	this	new	

approach	has	been	driven,	in	part,	by	the	realization	that	only	a	quite	limited	number	of	
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neoclassical	economic	theories	about	consumer	preferences	and	choice	are	actually	supported	

by	the	empirical	evidence.	

	

Early	efforts	to	contribute	to	the	development	of	these	insights	were	focused	on	

understanding	the	distinctions,	at	a	neurological	level,	between	the	valuation	of	objects,	and	

choices	made	between	them.	The	nature	of	the	evaluative	process,	and	its	influence	on	the	

extent	to	which	preferences	based	on	these	values,	could	be	seen	to	be	transitive,	as	

mainstream	economic	theory	suggests	they	must	be	(Hausman,	1992,	pp.	13-27)	was	a	central	

focus	of	early	studies	in	neuroeconomics	(Glimcher,	2009).	Insights	into	the	nature	of	choosing,	

have	been	a	bit	more	challenging,	as	the	number	of	biomechanical	systems	involved	in	actually	

affecting	a	choice,	such	as	selecting	an	apple,	rather	than	an	orange,	are	far	greater	than	those	

involved	in	producing	or	recalling	an	evaluative	assessment	of	each.	Distinctive	alternatives	to	

theories	of	a	unitary	brain,	one	making	decisions	in	stages,	and	those	popular	with	

psychologists,	which	include	the	notion	of	two	seemingly	independent	decision-making	

systems,	one	thought	to	be	automatic,	reactive,	emotional	or	limbic,	and	the	other,	a	more	

rational	and	reflective	systems,	continue	to	be	explored	(Camerer,	Loewenstein	&	Prelec,	2005;	

Schüll,	N.	D.	&	Saloom,	2011).	

	

Important	theoretical	issues	that	relate	to	present	versus	future	cost	and	rewards	that	may	

be	evaluated	and	represented	mathematically	in	terms	of	time-discounted	rates	and	values	are	

central	to	preferences	for	one	or	the	other	of	these	models	(Harrison,	2008).	How	these	issues	

are	resolved	is	vitally	important	for	the	justifications	that	can	be	offered	in	support	of	particular	

policies	designed	to	alter	the	behavior	of	individuals	in	ways	that	benefit	them	and	society	at	

the	same	time	(Schüll,	N.	D.	&	Saloom,	2011).	Models	describing	how	an	individual	makes	a	

decision	can	be	elaborated	in	terms	of	measurable	neural	activities:	those	involved	in	gathering	

information	about	the	environment,	those	involved	in	assigning	values	to	the	varieties	of	

actions	that	might	be	taken,	and	those	related	to	actually	making	a	selection	(Bissonnette,	

2016).		
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The	efforts	being	made	to	understand	the	nature	of	decision-making,	well	enough	to	predict	

cognitive,	affective	and	behavioral	responses,	seem	to	lead	quite	naturally	toward	efforts	to	

influence	those	responses	(Rose,	2016).	As	we	will	discuss	in	the	context	of	our	review	of	

behavioral	economics,	the	approach	to	the	design	of	government-led	interventions,	or	nudges,	

under	what	many	see	as	a	neoliberal	project	operating	under	an	ill-fitting	ideological	garment	

called	“libertarian	paternalism”	(McMahon,	2015),	appears	to	favor	the	dual	process	model	

(Michalek,	Meran,	Schwarze	&	Yildiz,	2016).	

	

Behavioral	Economics	

While	some	neuroeconomists	seem	content	to	pursue	greater	understanding	on	how	the	brain	

functions	as	an	aid	to	decision	making,	others	seemed	especially	motivated	to	demonstrate	the	

limitations	within	neoliberal	economic	theories	with	regard	to	core	assumptions	about	rational	

decision-making,	as	well	as	to	demonstrate	the	need	for	alternative	explanations	for	the	kinds	

of	choices	being	made	(Bissonnette,	2016).	Important	conceptual	frameworks,	many	of	which	

emphasized	the	quite	limited	capabilities	of	most	people	to	actually	perform	all	the	

assessments	of	choices,	including	estimates	of	the	probabilities	of	different	states	of	the	

environments	they	might	encounter,	justified	a	modification	of	the	meaning	of	rationality	to	

incorporate	its	boundaries	or	constraints	(Simon,	1955).	A	slightly	different	purpose	and	

strategic	approach	generated	an	impressive	array	of	experimental	tests	of	theories	that	might	

help	to	explain	the	quite	common	departures	from,	or	exceptions	to,	the	rules	that	were	

supposed	to	govern	choices	made	by	rational	economic	agents	(Tversky	&	Kahneman,	1990).	

	

Cognitive	limitations	
 

Among	the	many	constraints	on	human	decision-making	illustrated	by	Kahneman,	Tversky,	and	

a	host	of	behavioral	scientists,	those	related	to	the	limited	ability	of	adults	to	allocate	their	

attention	to	more	than	a	comparatively	small	number	of	relevant	features	in	their	environment	

(Kahneman,	2003),	recall	facts	and	experiences	(Drobac	&	Goodenough,	2015),	organize	

comparisons	and	evaluations	in	a	consistent	manner	(Bar-Gill	&	Warren,	2008),	and	assign	
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probabilities	and	appropriate	weights	to	a	variety	of	threats	and	opportunities	(Sunstein,	2012)	

add	up	to	substantial	barriers	(Simon,	1955)	to	be	overcome	by	unaided	rational	thought.	

	

Among	the	most	important	of	these	limitations,	because	of	their	implications	for	the	

kinds	of	strategies	that	would	be	developed	by	behavioral	economists	and	others	to	protect	

consumers	against	themselves,	and	against	the	strategic	efforts	of	those	who	would	lead	them	

astray,	is	their	susceptibility	to	the	influence	of	the	manner	in	which	their	choices	were	framed	

(Tversky	&	Kahneman,	1990).	The	experimental	approach	used	by	Tversky	and	Kahneman	

generally	involved	the	construction	of	two	messages	in	which	the	probabilities	and	the	values	

associated	with	a	particular	choice	were	precisely	the	same,	but	the	framing	of	each	message	

was	designed	to	emphasize	a	particular	character,	concern,	orientation,	or	belief	that	would	

dominate	the	subsequent	choice,	such	as	a	loss,	versus	a	gain,	a	discount,	versus	a	surcharge	or	

a	tax,	or	a	host	of	representations	inviting	differing	perceptions	of	risk	(Tversky	&	Kahneman,	

1990,	pp.	63-80).	

	

Heuristics	and	other	Bad	Habits	
	

Behavioral	economists	provided	numerous	examples	of	the	kinds	of	cognitive	biases	that	led	to	

a	variety	of	irrational	decisions,	commonly	experienced	throughout	the	population.	One	

such	bias	was	related	to	“time	discounting,”	and	what	has	been	identified	as	a	“present	bias”	

(Camerer,	2007,	pp.	C32).	This	bias	has	been	identified	as	an	especially	troublesome	tendency	

with	regard	to	making	economic	decisions,	including	those	related	to	savings,	investments,	and	

consumer	credit,	such	as	the	interest	rates	associated	with	“pay-day	loans”	(Bar-Gill	and	

Warren,	2008,	pp.	144-145).	Other	biases	include	a	tendency	to	perceive	events	or	

circumstances	that	are	easily	remembered	as	being	more	likely	to	occur,	than	those	that	don’t	

readily	come	to	mind	(Institute	of	Medicine,	2013,	pp.	204-206).	This	“availability”	bias	

influences	our	estimation	of	risk.		

	

A	somewhat	different	bias	is	that	which	we	readily	understand,	but	often	fail	to	recognize	it	
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when	it	distorts	our	assessments	of	choices.	This	is	the	“confirmation	bias,”	which	leads	us	to	

adjust	new	information	in	ways	that	make	it	easier	to	accommodate	within	our	already	existing	

set	of	beliefs.	A	closely	related	bias	is	the	tendency	to	be	over-confident	about	the	kinds	of	

decisions	we	have	made,	or	are	about	to	make,	based	on	some	familiar	decisional	strategy.	

Indeed,	because	of	the	cognitive	limitations	that	most	of	us	share	to	some	extent,	we	are	

thought	to	develop	decision-making	strategies,	or	heuristics	that	support	more	rapid,	less	

cognitively	burdensome	procedures.	Unfortunately,	these	heuristics	frequently	lead	to	

shortsightedness,	or	ill-considered	choices,	such	as	those	that	are	likely	to	be	made	in	the	

context	of	uncertainty,	as	is	common	during	crises	or	emergencies	(Brudermann,	Rauter	&	

Yamagata,	2013),	or	where	circumstances,	including	the	strategic	framing	of	choices	that	leads	

one	to	believe	that	an	immediate	decision	is	required.	

	

Decision	scientists	have	concluded	that	people	are	generally	poor	“intuitive	statisticians.”	

That	is,	we	“have	a	difficult	time	thinking	about	the	world	in	probabilistic	terms.	Instead	there	

tends	to	be	a	strong	tendency	to	reduce	or	disregard	uncertainty,	leading	to	insufficient	use	of	

prior	information	and	a	tendency	to	be	overconfident”	(Kleindorfer,	Kunreuther	&	Schoemaker,	

1993,	p.	100).	While	behavioral	scientists	tend	to	explain	most	of	our	problems	with	statistical	

reasoning	in	terms	of	cognitive	limits,	some	observers	have	consistently	argued	that	the	

problems	we	face	with	regard	to	predictions	and	assessments	of	risk	are	actually	the	result	of	

educational	deficits—statistical	illiteracy	that	can	be	overcome	through	instruction	(Gigerenzer,	

Gaissmaier,	Kurz-Mileke,	Schwartz,	et	al.,	2008;	Grüne-Yanoff	&	Hertwig,	2016),	rather	than	

being	reinforced	through	its	exploitation	with	nudges.	

	

Social	Influence	
	

As	we	have	suggested,	neoclassical	economics	has	tended	to	reject	the	notion	that	the	tastes	

and	preferences	governing	choices	within	markets	are	influenced	by	powerful	actors	

within	the	marketplace,	claiming	that	whatever	influences	there	may	be,	they	are	exogenous,	

and	therefore	not	worthy	of	attention	from	economists	(Bowles,	1998).	In	direct	opposition,	
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Bowles	offers	substantial	evidence	and	argument	in	support	of	his	contention	that	economic	

institutions	are	a	powerful	and	theoretically	significant	endogenous	influence	on	economically	

relevant	preferences.	These	institutions	play	an	important	role	in	framing	the	kinds	of	decisions	

we	make	within	markets,	and	they	also	influence	the	development	and	reproduction	of	

behavioral	norms,	or	valued	cultural	traits	such	as	“reputations	for	trustworthiness,	generosity,	

and	vengefulness”	(Bowles,	1998,	p.	92),	each	of	which	serves	beneficial	purposes	within	

markets.	

	

What	Bowles	(1998,	p.	103)	observes,	however,	is	the	fact	that	we	have	only	limited	

understanding	about	how	other,	non-institutionalized	sources	of	influence	such	as	“parents,	

other	family	members,	friends,	teachers,	and	others”	affect	the	learning	of	norms,	values	and	

cultural	traits.	As	a	result,	we	were,	and	still	are	largely	ignorant	about	the	role	of	social	

learning	on	the	development	of	those	“behavioral	market	failures”	that	behavioral	economics	is	

being	organized	to	address	(Bubb	&	Pildes,	2014,	p.	1603;	Hawkins,	2016;	Sunstein,	2014).	

	

The	influence	of	applied	behavioral	economics	has	been	widespread.	While	not	actually	

approaching	the	levels	of	influence	enjoyed	by	the	mainstream	neoliberal	versions	of	

economics,	the	development	of	Behavioral	Law	&	Economics	(BL&E)	as	a	high	level	participant	

in	policy	relevant	debates	has	been	substantial	(Bubb	&	Pildes,	2014;	McMahon,	2015;	Wright	

&	Ginsberg,	2012).	While	the	future	is	obviously	not	yet	here,	the	signs	are	quite	clear	in	their	

suggestion	that	the	influence	of	behavioral	economics	is	likely	to	be	greatest	with	regard	to	its	

capture	of	public	attention	and	governmental	willingness	to	rely	on	its	theory,	research	and	

leadership	in	the	design	and	implementation	of	policy	oriented	nudges	in	a	wide	variety	of	

areas.	

	

The	Nudge	
	

The	use	of	“nudge”	as	a	term	of	art	in	discussions	of	public	policy	formation,	implemention	and	

evaluation	owes	its	current	position	to	the	widely	read	and	often	criticized	book	by	Thaler	and	
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Sunstein	(2008)	about	what	might	be	done	to	correct	the	systematic	errors	that	people	make	in	

their	efforts	to	realize	the	idealized,	but	rarely	obtained	goals	of	utility	maximization	that	

economists	have	claimed	we	share.	Three	degrees	of	nudge	have	been	identified,	varying	in	

terms	of	effectiveness,		and	each	resulting	in	distinct	issues	of	representation	and	ethics.		

	

First	degree	nudging	is	designed	to	respect	the	individual’s	decision-making	autonomy,	simply	

involving	the	dissemination	of	information	to	individuals	and	groups.	Second	degree	nudging	

seeks	to	bias	decision-making	towards	a	desirable	end.	This	attempt	has	a	greater	impact	on	

autonomy,	seeking	to	direct	an	individual’s	automatic	responses	towards	a	particular	action.	

However,	upon	reflection,	the	target	of	the	nudge	is	able	to	understand	that	a	nudge	has	been	

“administered”	as	well	as	being	able	to	ascertain	its	effect.	The	third	degree	nudge	has	a	more	

serious	impact	on	autonomy	in	that	it	aims	at	a	form	of	behavioral	manipulation	that	the	other	

degrees	do	not.	Here,	the	tools	used	have	the	capacity	to	bypass	if	not	block	an	individual’s	

ability	to	reflect	on	and	assess	the	nature	of	the	nudge.	In	this	instance,	the	individual	being	

influenced	is	targeted	at	an	emotional	level	rather	than	in	a	reflective	capacity	(Baldwin,	2014).		

	

Much	of	the	continuing,	and	often	rancorous	debate	about	nudging	as	a	more	efficient,	

effective,	and	ethically	justifiable	alternative	to	more	coercive	governmental	strategies	is	

focused	on	the	extent	to	which	its	characterization	as	libertarian	paternalism	is	actually	an	

oxymoron	(Sunstein,	2015a).	Despite	these	and	other	critiques	(Amir	&	Lobel,	2008;	Kosters	&	

Van	der	Heijden,	2015;	Oliver,	2013;	Yeung,	2012),	several	governments	have	followed	the	

leadership	of	Thaler	in	the	UK,	and	Sunstein	in	the	US,	and	have	not	only	begun	to	experiment	

with	a	variety	of	behavioral	interventions	designed	to	shape	a	broad	range	of	behaviors,	but	

they	have	established	specialized	administrative	units	with	the	responsibility	for	promoting	the	

use	of	these	techniques	(Selinger	&	Whyte,	2011).		

	

Although	the	formal	evaluations	of	nudges,	and	nudge	programs,	have	been	limited,	and	rarely	

comparative,	there	has	been	very	little	attention	paid	to	the	possibility	that	the	designers	of	

nudges,	or	the	“choice	architectures,”	through	which	they	are	often	delivered,	might	also	suffer	
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from	cognitive	limitations	or	biases	(Berggren,	2012;	Grüne-	Yanoff	&	Hertwig,	2016,	pp.	166-

167).	As	we	will	explore	in	more	detail	in	the	remainder	of	this	paper,	many	of	the	interventions	

being	designed	and	implemented	are	focused	primarily	on	exploiting	the	limitations	and	biases	

in	human	decision-making	to	change	behavior	in	specific	target	areas,	rather	than	seeking	to	

improve	decision-making	skills	more	generally.		

	

In	ways	quite	similar	to	some	of	the	applications	of	the	nudge	as	a	corrective	for	“behavioral	

market	failures,”	smart	city	collaboratives	are	also	viewed	as	an	alternative	path	to	the	good	

life,	such	as	seen	in	the	approach	to	smart	growth.	“Rather	than	letting	the	market	dictate	the	

way	cities	grow	and	sprawl,	smart	growth	is	a	movement	that	implies	we	can	achieve	greater	

efficiencies	through	coordinating	the	forces	that	lead	to	laissez	faire	growth…”	(Batty,	

Axhausen,	Giannotti,	Pozdnoukhov,	et	al.,	2012,	p.	486).	On	this	view,	many	challenges	faced	by	

smart	cities	cannot	be	resolved	through	traditional	institutions	and	their	classical	processes	of	

governing	(Rodrıguez,	2015),	hence	innovative	forms	of	data-driven	governance	must	be	put	in	

place.	These	new	modes	of	governance	have	been	identified	as	‘‘smart	governance’’	under	

which	the	government	manages	and	enacts	policies	that	are	intended	to	improve	quality	of	life	

through	efficient	ICT	use	and	active	participation	of	a	range	of	stakeholders,	with	a	focus	on	

industry	involvement.		

	

The	Political	Economy	of	Nudge	
	

The	challenge	of	defining	a	political	economy	of	nudge	is	influenced	by,	but	not	fully	

determined	by,	the	role	that	notions	of	irrationality	have	played	in	mobilizing	widespread	

support	for	the	social	interventions	being	designed	by	behavioral	economists.	Political	economy	

differs	from	neoclassical	economics	in	large	part	due	its	determination	to	understand	the	

nature	and	extent	to	which	power	plays	a	role	in	the	structure	and	performance	of	markets	

(Black,	2013),	and	in	those	systems,	institutions	and	technologies	that	facilitate	the	exercise	of	

that	power.	The	bureaucratic	state,	and	its	administrative	agencies	that	share	responsibility	for	

improving	the	status	and	performance	of	the	economy,	in	all	of	its	sectors,	as	well	as	those	with	
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shared	responsibilities	for	the	maintenance,	and	where	possible,	the	improvement	of	the	

health,	welfare,	and	safety	of	its	residents,	has	taken	a	leading	role	in	the	utilization	of	nudges	

in	smart	cities	and	beyond.	We	will	place	our	attempt	to	extend	the	nature	of	the	engagement	

by	political	economists	and	other	critical	analysts	with	the	emergence	of	nudge	within	a	critical	

framework	informed	by	Foucauldian	studies	of	governmentality.	

	

Neoliberalism	and	Governmentality	
	

Although	Foucault	(1991)	took	due	note	of	the	great	number	and	variety	of	forms	of	governing,	

he	devoted	special	attention	to	those	modes	of	governance	that	were	specific	with	regard	to	

the	state,	including	its	role	in	management	of	the	economy:	“To	govern	a	state	will	therefore	

mean	to	apply	economy,	to	set	up	an	economy	at	the	level	of	the	entire	state,	which	means	

exercising	towards	its	inhabitants,	and	the	wealth	and	behaviour	of	each	and	all,	a	form	of	

surveillance	and	control	as	attentive	as	that	of	the	head	of	a	family	over	his	household	and	his	

goods”	(Foucault,	1991,	p.	92).	

	

While	Foucault	did	not	refer	specifically	to	nudges	in	this	context,	his	usage	of	

governance	in	terms	of	“disposing	things,”	implied	that	the	state	would	be	“employing	

tactics,	rather	than	laws,	and	even	using	laws	themselves	as	tactics—to	arrange	things	in	such	a	

way	that,	through	a	certain	number	of	means,	such	and	such	ends	may	be	achieved“	(1991,	p.	

95).	In	his	discussion	of	the	focus	of	state	action,	the	meaning	of	the	family,	and	its	relationship	

to	the	economy,	as	represented	through	population	statistics,	becomes	the	goal	of	governance.	

As	he	suggests	(Foucault,	1991,	p.	100),	“it	is	the	population	itself	on	which	the	government	will	

act	either	directly	through	large-scale	campaigns,	or	indirectly	through	techniques	that	will	

make	possible,	without	the	full	awareness	of	the	people”	the	realization	of	the	“interest	of	the	

population,”	which	marks	the	“birth	of	a	new	art,	or	at	any	rate	of	a	range	of	absolutely	new	

tactics	and	techniques.”	
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As	Sellar	and	Thompson	(2016)	argue,	what	is	important	about	the	statistical	construction	of	

populations	as	the	“ultimate	end	of	government”	is	the	ontological	status	of	the	individuals	as	

objects	or	“things”	that	can	be	reduced	to	calculations.	Governmentality	in	this	sense,	makes	

use	of	technologies	of	statistics	and	calculation.	Of	primacy,	then,	are	the	ways	in	which	

calculations	can	create	categorizations,	subjectivities,	and	a	belief	in	objectivity.		

	

For	some,	these	new	tactics	and	techniques	have	much	in	common	with	the	commercial	

marketing	of	goods	and	services,	except	that	when	envisioned	in	the	context	of	government	

initiatives,	increasingly	organized	through	a	variety	of	public/private	partnerships,	or	lucrative	

contracts,	they	tend	to	be	referred	to	as	“social	marketing”	where	the	“product	is	usually	some	

kind	of	behavioural	change”	(Pykett,	Jones,	Welsh	&	Whitehead,	2014,	p.	97).	An	important	

aspect	of	the	technologies	being	applied	in	support	of	“management	at	a	distance”	through	

code	is	the	extent	that	they	reinforce	the	distinctions	that	have	been	drawn	between	the	

disciplinary	and	security	oriented	approaches	to	management.	A	central	part	of	this	distinction	

is	the	fact	that	a	disciplinary	process	begins	with	an	already	existing,	or	“predefined	optimal	

model,”	while	an	orientation	toward	security,	merely	establishes	“the	limits	of	the	acceptable,”	

while	the	“parameters	of	reality”	continue	to	change,	along	with	“the	shifting	context	and	

conditions	of	regulation”	(Klauser,	Paasche	&	Söderström,	2014,	p.	874).	

	

The	fact	that	a	precise	goal	is	not	established	in	advance,	but	seems	likely	to	be	discovered,	or	

derived	from	the	most	recent	analysis	of	data,	means	that	the	challenge	becomes	one	of	

determining,	for	example,	“how	can	electricity	consumption	on	the	household	and	

industrial	level,	with	its	internal	complexities,	regularities,	effects,	and	problems	be	taken	into	

account	within,	and	interaction	with,	the	wider	context	of	grid	stability,	increased	use	of	

renewal	energy,	and	customer	needs	and	preferences”	(Klauser,	Paasche	&	Söderström,	2014,	

p.	877).	This	kind	of	flexibility	within	the	context	of	the	supply	of	energy	is	seen	as	a	beneficial	

outcome	of	this	orientation	toward	security,	rather	than	discipline,	but	this	case	study	has	

largely	excluded	consideration	of	the	already	existing	efforts	in	other	cities	that	are	designed	to	
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nudge	household	consumers	to	make	more	intelligent	decisions	about	energy	usage	(Allcott	&	

Kessler,	2015).	

	

A	distinct	mode	of	governmentality	emerges	when	one	considers	the	hegemonic	assumptions	

underpinning	smart	city	implementation.	Here	the	urban	landscape	and	its	citizenry	are	

understood	as	problematic;	thereby	becoming	the	statistical	targets	for	interventions.	The	city	

as	both	a	structural	and	social	body	becomes	the	object	of	data-driven	analysis	and	

management.	Informational	databases	are	created	which	include	geo-spatial	analytics	and	

various	behavioural	patterns,	all	relating	to	specific	smart	city	processes.	These	data	are	then	

used	to	inform	the	construction	of	algorithms	as	social	and	political	solutions	(Vanolo,	2014).	

	

Not	all	observers	of	the	changing	nature	of	the	relationships	between	the	state	and	its	

populations	are	willing	to	accept	the	primary	assumption	that	neoliberalism	has	attained	the	

status	of	a	successful	hegemonic	project.	Barnett	(2005,	p.	8)	suggests	that	such	a	theoretical	

construction	makes	it	difficult	to	understand	how	such	a	transformation	would	actually	come	to	

be.	In	part	this	is	because	stories	“about	‘neoliberalism’	pay	little	attention	to	the	pro-active	

role	of	socio-cultural	processes	in	provoking	changes	in	modes	of	governance,	policy,	and	

regulation.”	He	identifies	a	number	of	these	factors	that	seem	likely	to	play	a	role,	such	as	

“changing	consumer	expectations,”	a	“decline	of	deference,”	and	the	associated	“refusals	of	

the	subordinated,”	which	emerge	as	“contested	inequalities.”	What	he	sees	as	populist	

tendencies	that	clearly	are	not	an	expression	of	a	hegemonic	project	that	instead,	“are	effects	

of	much	longer	rhythms	of	socio-cultural	change	that	emanates	from	the	bottom-up”	(Barnett,	

2005,	p.	8).	

	

Structuration	and	Surveillance	
	

The	widespread	implementation	of	behavioral	nudges	in	a	broad	range	of	governmental	

programs	should	be	seen	as	part	of	the	structuration	process	developed	within	a	neoliberal	

response	to	a	series	of	economic	challenges,	with	the	Great	Recession	being	the	latest.	One	of	
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the	concerns	that	have	emerged	as	vitally	important	in	our	assessment	of	the	nudge	as	a	

governmental	policy	tool	within	smart	cities	is	the	implications	that	this	and	related	approaches	

to	the	management	of	populations	from	afar	have	for	the	uses	of	direct	and	indirect	

surveillance	of	people,	places	and	things.	ICT,	in	all	its	many	forms,	is	expected	to	play	a	central	

role	here	through	its	extension	of	surveillance	through	multidimensional	analysis	of	massive	

TGI,	environmental	and	personal	sensing,	and	what	we	have	come	to	refer	to	as	the	big	data	

that	enable	the	management	by	code	from	afar.	Operationally,	these	“codes	constitute	often	

invisible	processes	of	classification	and	prioritization,	which	may	affect	the	life-chances	of	

individuals	or	social	groups	in	ways	that	are	often	unseen	by	the	public	and	that	easily	evade	

conventional	democratic	scrutiny“	(Klauser	&	Albrechtslund,	2014,	p.	274).	

	

In	one	example,	the	Behavioral	Insights	Team	in	the	UK,	is	said	to	have	introduced	a	policy	that	

would	require	applicants	for	unemployment	benefits	to	complete	an	online	“assessment	of	

personality	or	character”	to	help	address	the	problem	of	“worklessness”	that	had	become	a	

serious	constraint	within	the	nation’s	“austerity”	program	(Cromby	and	Willis,	2013,	p.	242).		

Making	a	determination	of	eligibility	on	the	basis	of	a	psychometric	test	raises	a	number	of	

concerns,	beginning	with	those	related	to	accuracy,	precision	and	reliability	across	populations.	

Using	the	results	of	the	test	to	make	recommendations	to	applicants	to	change	their	behavior	

raises	concerns	more	directly	linked	to	the	use	of	behavioral	nudges	to	influence	the	choices	

being	made	by	those	seeking	or	relying	on	public	benefit	programs,	especially	those	related	to	

one’s	personal	responsibility	for	working	on	the	self,	in	light	of	test	results	(Cromby	and	Willis,	

2013,	p.	251).		

	

Despite	Giddens’	association	of	personal	agency	with	“knowledgeability”	(Giddens,	1986),	it	is	

becoming	quite	clear	that	residents	of	these	cities	will	know	less	and	less	about	the	kinds	of	

data	that	are	being	gathered	(Gandy,	1993,	pp.	28-29),	or	about	the	kinds	of	profiles,	

predictions,	prescriptions	and	proscriptions	that	are	being	generated	in	support	of	their	

guidance	through	nudges,	budges,	or	architectural	constraints.	We	are	reminded	that	smart	city	

projects	or	programs	such	as	IBM’s	Smarter	Cities	variant	“are	presented	by	IBM	as	the	object	
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of	a	wide	range	of	technologically	mediated	practices	of	control	and	management-at-a-distance	

based	on	carefully	orchestrated	assemblages	of	computerized	systems	that	act	as	conduits	for	

multiple	cross-cutting	forms	of	data	gathering,	data	transfer	and	data	analysis”	(Klauser	&	

Albrechtslund,	2014,	p.	277).	

	

Although	the	internet	of	things	(IoT)	is	increasingly	cited	among	the	technological	components	

that	have	to	be	integrated	within	the	infrastructural	networks	being	developed	within	smart	

cities,	it	is	only	more	recently	that	attention	has	been	drawn	to	the	fact	that	these	systems	and	

their	data	will	come	to	reside	primarily	within	the	resource	known	as	the	“cloud”	(de	Bruin	&	

Floridi,	2017;	Mosco,	2014).	The	technological	challenges	that	have	to	be	overcome	in	providing	

support	to	an	unimagined	diversity	of	sensor-based	applications	through	the	development	of	

sophisticated	software	(middleware)	that	provides	a	high	degree	of	interoperability,	are	quite	

significant	(Petrolo,	Loscri	&	Mitton,	2015).		

	

More	challenging	are	the	concerns	being	raised	about	the	collection	and	use	of	information	

about	the	users	of	cloud	based	services—a	population	that	is	bound	to	increase	as	the	direct	

cost	of	acquiring,	maintaining,	and	updating	the	hardware	and	software	that	modern	

computation	and	communications	require,	is	reduced	through	the	sharing	of	these	resource	on	

an	as-needed,	or	contractual	basis	(de	Bruin	&	Floridi,	2017,	p.	27).	The	inclusion	of	genuinely	

informed	consent	as	a	part	of	the	contracts	that	are	agreed	to	in	order	to	take	advantage	of	

these	resources	is	rare,	at	best,	and	generally	inconceivable	in	the	context	of	the	kinds	of	data	

mining	that	are	enabled	by	tightly	integrated	systems	operated	by	a	comparatively	small	

number	of	providers.			

	

Often	noted,	but	rarely	addressed,	are	the	conflicts	of	interests	between	the	residents,	and	the	

various	stakeholders	within	a	city	that	will	place	demands	upon	the	service	providers,	and	those	

who	will	design,	produce,	deliver	and	operate	the	complex	layers	of	the	technology.	Among	the	

most	problematic	conflicts	are	those	related	to	the	privacy,	surveillance,	monetization	and	

security	policies	related	to	the	collection,	sharing	and	use	of	TGI.	The	problems	of	design	
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related	to	meeting	these	diverse	interests	and	demands	are	expected	to	be	especially	

burdensome	because	there	will	not	be,	at	least	not	in	the	short	term,	anything	approaching	a	

standard	model,	or	system	architecture,	especially	because	the	cities	in	which	they	have	to	be	

built	differ	so	dramatically	from	each	other.	

	

To	the	extent	that	the	orientation	toward	the	development	of	policies	related	to	limiting	the	

public’s	exposure	to	privacy	risks,	and	the	host	of	disparate	impacts	that	flow	from	such	

exposures	are	examined	at	all,	it	is	important	to	consider	whether	self-reliance	or	regulatory	

constraints	will	be	the	primary	policy	response.	As	many	see	it	(Hull,	2015),	“privacy	self-

management”	is	best	understood	as	another	example	of	a	successful	project	in	“ethical	subject	

formation,”	that	some	might	see	as	hegemonic.	In	his	view,	“the	current	reliance	on	privacy	

self-management,	epitomized	by	notice	and	consent	regimes,	not	only	completely	fails	to	

protect	privacy,	but	that	it	does	so	in	a	way	that	encourages	adherence	to	several	core	

neoliberal	techniques	of	power…”	(Hull,	2015,	p.	90).	

	

Providing	individuals	with	more	information	about	the	uses	to	which	information	might	

be	used	by	the	primary	gatherer	of	that	information	does	not	add	much	at	all	to	the	capacity	of	

individuals	to	make	an	informed	choice	about	whether	to	provide	the	information	in	the	first	

place.	They	face	a	near-zero	chance	of	being	able	to	predict	even	a	representative	sample	of	

the	uses	to	which	it	might	be	put	by	the	myriad	of	other	users	that	will	gain	access	to	it.	More	

troublesome,	in	the	context	of	big	data	analysis,	individuals	will	have	even	less	understanding	

of	the	implications	for	their	well-being	that	will	be	derived	from	their	information	being	

combined	in	analyses	with	information	captured	about	hundreds,	perhaps	millions	of	others	in	

similar	positions	of	vulnerability.	

	

Although	the	choices	that	individuals	are	effectively	compelled	to	make	are	seen	as	“	a	

choice	between	making	oneself	increasingly	transparent	to	corporate	and	governmental	

entities,	or	being	denied	access	to	something	of	importance.”	Each	time	we	make	what	we	

come	to	accept	as	an	autonomous	choice,	“we	further	naturalize	these	regimes,	the	endpoint	
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of	which	lies	in	a	mode	of	governmentality	whose	objective	is	not	that	we	desire	a	particular	

thing	or	not,	but	that	we	only	have	the	sorts	of	desires	that	can	be	monetized”	(Hull,	2015,	p.	

96).	This	is	the	essence	of	what	Zuboff	(2015)	refers	to	as	“surveillance	capitalism.”	
	

Commodification,	Collaboration	and	the	Spatial	Dimension		

A	major	source	of	concern	regarding	the	development	of	smart	cities	is	the	fact	that	the	driving	

force	behind	this	global	movement	is	the	pursuit	of	new	markets	by	trans-national	

corporations.	It	is	quite	clear	that	many	of	“the	world’s	largest	digital	technology	and	consulting	

companies	operate	smart	city	initiatives,	including	IBM,	Cisco,	Intel,	Microsoft,	Huawei,	SAP	and	

Arup,	and	have	become	active	players	in	city	management,”	either	by	helping	to	build	these	

cities	from	scratch,	or	through	partnerships	created	to	transform	existing	cities	(Kitchin,	

Lauriault	&	McArdle,	2015,	p.	19).	At	the	same	time,	there	are	initiatives,	such	as	those	

supported	by	the	European	Commission,	that	have	exhibited	an	openness,	if	not	a	preference	

for	the	development	of	“user	driven	open	innovation	smart	city	ecosystems	which	include:	

citizens,	governments,	enterprises	and	researchers”	(Clohessy,	Acton,	&	Morgan,	2014,	p.	839).	

However,	as	Vanolo	(2014)	reasons,	even	though	most	European	smart	city	funding	schemes	

explicitly	address	the	idea	of	“communities”	and	participatory	practices	such	as	e-governance	

and	e-citizenship,	“smart	city	aesthetics	seem	to	support	a	political	unconsciousness	that	

relegates	social	importance	to	the	invisible	periphery	of	a	technological	discourse”	(p.	892),	a	

discourse	that	reduces	the	complexities	of	urban	spaces	into	statistical	markers	that	must	be	

constantly	watched	and	controlled	by	governments	and	corporations.		

	

ICT	firms	like	IBM	have	played	a	key	role	in	the	trajectories	along	which	smart	cities	have	

developed.	The	scope	of	their	intervention	programs	has	been	extensive,	ranging	from	public	

administration,	through	education	and	workforce	development,	to	transportation	and	urban	

planning	(Wiig,	2015,	p.	7).	While	the	smart	city	initiative	helped	to	mark	a	point	of	strategic	

correction	for	IBM	and	other	ICT	firms	seeking	markets	for	new	technology	and	services	at	the	

same	time	they	were	hoping	to	realize	the	benefits	of	neoliberal	strategies	of	government	that	
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encouraged	deregulation,	privatization,	and	collaborative	arrangements	that	would	support	

more	rapid	and	efficient	capital	accumulation	(Kitchin,	2014,	p.	3;	Rossi,	2016).	

	

Government	agencies	have	also	initiated	smart	city	initiatives	within	particular	service	sectors,	

such	as	health	care,	public	safety	and	transportation.	The	US	Department	of	Transportation	

(USDOT)	initiated	its	own	“Smart	City	Challenge”	in	2015	asking	mid-sized	cities	to	develop	

proposals	for	the	development	of	a	“smart	transportation	system	that	would	use	data,	

applications,	and	technology	to	help	people	and	goods	move	faster,	cheaper,	and	more	

efficiently”	(U.S.	Department	of	Transportation,	2017,	p.	2).	78	cities	submitted	applications	for	

development	grants,	and	what	is	especially	notable	about	these	proposals	is	the	fact	that	“53	

cities	proposed	implementing	Dedicated	Short	Range	Communication	(DSRC)	to	connect	

vehicles	to	infrastructure	and	each	other”	(p.	5).	Out	of	the	seven	cities	identified	as	finalists,	

Columbus,	Ohio	was	selected	as	the	winner	for	its	comprehensive,	highly	integrated	plan,	which	

included	an	integrated	data	exchange	that	was	expected	to	“deliver	enhanced	human	services”	

that	included	systems	designed	to	improve	access	to	needed	health	services	in	order	to	realize	

the	goal	of	reducing	“infant	mortality	by	40	percent	and	to	cut	the	health	disparity	gap	in	half	

by	2020”	(U.S.	Department	of	Transportation,	2017,	p.	20).	

	

Concerns	about	structuration	become	salient	in	the	context	of	debates	about	the	processes	

through	which	decisions	are	made	about	the	how	authority,	accountability,	and	transparency	

are	to	be	allocated	and	evaluated	within	smart	city	environments.	Associated	concerns	about	

spatialization	also	arise	with	regard	to	temporal	dimensions	of	activity	in	that	“past,	present	

and	future	are	connected	in	a	way	where	the	continuous	documentation	and	reconstruction	of	

everyday	life	is	the	basis	for	relevant	predictions	and	recommendations	for	the	future”	(Klauser	

&	Albrechtslund,	2014,	p.	279).	Zuboff‘s	(2015)	musings	about	data	extraction	and	analysis	also	

address	some	of	the	alterations	of	structure	that	she	sees	emerging	as	the	dominant	

characteristics	of	surveillance	capitalism.	In	particular,	she	notes	the	re-direction	of	capitalist	

attention	to	data	from	assessments	of	the	past,	to	an	emphasis	on	the	means	through	which	

“knowledge	about	real-time	behavior	that	creates	opportunities	to	intervene	in	and	modify	
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behavior	for	profit”	to	be	realized	at	some	point	in	the	future	with	the	assistance	of	predictive	

analytics	(Zuboff,	2015,	p.	84).	

	

Debates	about	the	socioeconomic	consequences	that	flow	from	efforts	to	initiate	place-based	

policies	combine	concerns	about	structuration	with	those	focused	on	shifts	in	the	nature	of	

spatialization.	For	example,	critical	engagements	with	the	impact	of	housing	policies,	such	as	

those	intended	to	assist	the	poor	by	providing	them	with	targeted	subsidies,	often	conclude	

that	“location-based	programs	intended	to	help	poor	communities	will	have	limited	effect	on	

the	well-being	of	local	residents,	simply	amounting	to	a	transfer	of	wealth	to	landowners	in	

targeted	areas”	(Kline	&	Moretti,	2014,	p.	633).	As	economists	often	note,	in	an	“ideal	world,	

efficiency	would	be	achieved	by	directly	removing	existing	distortions.	But	this	is	not	always	

feasible,	politically,	institutionally,	or	technologically”	(Kline	&	Moretti,	2014,	p.	657),	and	while	

“the	second	best,”	is	theoretically	preferable	to	the	status	quo,	neither	its	identification,	nor	its	

realization	is	any	more	easily	achieved.	

	

Spatialization	is	also	invoked	as	a	point	of	concern	with	regard	to	the	utilization	of	locational	

information	derived	from	the	geocoding	of	signals	emanating	from	devices	and	sensors	within	

and	external	to	the	city	(Barreneche,	2012).	Spatio-temporal	information	becomes	relevant	to	

structuration	when	being	in	a	particular	place,	at	a	particular	point	in	time	seems	likely	to	put	a	

particular	kind	of	person	in	a	position	of	conflict	with	their	actual,	or	inferred	preferences	for	

security	(Thatcher,	2013).	For	example,	a	Microsoft	patent	for	a	routing	technology	would	make	

recommendations	on	the	basis	of	past	behaviors	of	the	driver,	along	with	socio-demographic	

information	about	areas	she	might	pass	through	on	her	way	to	a	particular	destination.	In	the	

view	of	Microsoft,	these	recommendations	from	the	routing	agent	are	simply	behavioral	

nudges	that	work	by	“limiting	our	choices,	but	in	ways	that	enhance	and	automate	our	lives”	

(Thatcher,	2013,	p.	73).	However,	there	is	an	assumption	being	made	here	that	the	socio-spatial	

dimensions	of	a	smart	city	can	be	measured	and	understood	as	"technical	problems",	that	are	

potentially	reducible	to	technical	questions	responded	to	by	objective	and	depoliticized	

technical	solutions.	As	Kitchin	(2014)	observes,	these	perspectives	do	not	consider	context	and	
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various	other	structural	aspects	of	mobility;	there	is	an	apparent	failure	to	consider	that	social	

and	territorial	actions	may	also	reproduce	inequalities	and	alter	power	relations	experienced	as	

externalities	that	neither	the	driver	nor	Microsoft	accept	responsibility	for.	

	

Choosing	Targets	of	Influence	

The	use	of	behavioral	nudges	by	a	seemingly	unconstrained	variety	of	collaborators	and	

contractors	providing	services	to	smart	city	strategic	initiatives	is	likely	to	involve	the	design,	

production	and	delivery	of	precisely	targeted	and	framed	messages	along	with	spatially	

calibrated	architectural	arrangements	(Allcott	&	Kessler,	2015;	Grier	&	Kumanyika,	2010;	Oliver,	

2013;	Pierce,	Siddiki,	Jones,	&	Schumacher,	et	al.,	2014).	To	the	extent	that	the	reduction	of	

inequality,	at	its	sources,	and	at	its	various	points	of	impact	on	the	quality	of	life	that	residents	

of	urban	communities	can	hope	to	enjoy,	not	only	remains	on	the	agendas	of	policy	

entrepreneurs	and	activists,	but	has	become	a	significant	focus	of	government	policy	(Obama,	

2017),	we	would	expect	that	nudges	would	be	focused	on	members	of	the	most	disadvantaged	

communities.		

	

Schneider	and	Ingram	(1993)	have	led	a	continually	expanding	cohort	of	social	policy	planners	

to	consider	these	policy	targets	in	terms	of	the	power	they	have,	as	well	as	how	they	are	

discursively	constructed.	In	their	analytical	framework,	four	groups	of	policy	targets	are	arrayed	

in	a	2x2	table	with	their	outermost	ends	being	anchored	by	those	who	are	most	advantaged	

and	positively	constructed,	and	those	deviants	who	have	limited	power,	who	“are	negatively	

constructed	and	are	expected	to	receive	limited	to	no	benefits	and	a	disproportionate	share	of	

burdens”	(Pierce,	Siddiki,	Jones	&	Schumacher,	et	al.,	2014,	p.	5).	In	this	capacity,	algorithms	

take	subjects	and	the	physical	environment	they	live	in	as	"objects	of	observation,	classification	

and	evaluation"	(Rouvroy,	2011).	Although	this	process	might	allow	for	more	granular	detail	in	

analysis	and	efficient	management	of	the	smart	city,	the	process	assumes	a	certain	kind	of	

subject	and	particular	mode	of	behavioral	structuring.	Rouvroy	(2011)	claims	that	these	

processes	can	also	restructure	what	is	viewed	as	relevant,	and	visible,	and	thereby	considered	

of	political	importance.		
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Policy	targets	are	not	defined	entirely	by	the	characteristics	of	individuals	or	groups,	but	also	on	

the	categories	of	behavior	or	domains	in	which	the	choices	made	by	individuals	might	have	

consequences	for	themselves	as	well	as	for	the	well-being	of	the	general	public.	Thus,	as	we	

have	noted,	the	design,	production,	delivery	and	evaluation	of	nudges	have	reflected	the	

influence	of	specific	concerns	about	the	consequences	that	flow	from	decisions	that	affect	

health,	education,	the	environment,	industrial	productivity,	and	public	safety,	among	others.	

Some	of	these	targets	are	defined	spatially,	as	with	regard	to	the	neighborhoods	in	which	

people	live	(Economic	Innovation	Group,	2016),	or	in	which	the	consequences	of	their	activities	

are	more	widely	felt,	as	with	the	negative	environmental	impacts	of	pollution	(Ramo,	2013).	

The	policy	targets	within	these	broad	classes	of	concerns	that	have	become	associated	with	

“behavioral	market	failures,”	are	readily	distinguished	as	a	function	of	whether	they	are	

focused	upon	segments	of	populations	defined	as	being	at	risk,	or	as	population	segments	

defined	as	being	risks	to	others.	Risk	assessments	are	not	only	focused	on	classes	of	persons,	

they	may	also	be	made	with	regard	to	systems	and	institutions	that	are	at	risk,	or	impose	risks	

on	others.	Just	as	there	are	individual	criminals,	there	are	also	criminal	organizations,	such	as	

cartels	and	syndicates.		

	

However,	as	we	have	already	noted,	in	order	to	be	truly	successful	in	counteracting	the	forces	

increasing	cumulative	disadvantage	(Gandy,	2009),	more	nudging	and	budging	efforts	(Oliver,	

2013)	will	have	to	be	directed	toward	the	more	powerful	actors	within	public,	private,	and	

collaborative	networks	whose	orientations	toward	members	of	these	population	segments	

tend	toward	exploitation,	rather	than	enhancements	of	their	well-being	(Bubb	&	Pildes,	2014;	

Christl	&	Spikermann,	2016,	pp.	118-130).	Indeed,	as	Leggett	(2014,	pp.	14-15)	suggests,	there	

may	be	a	need	for	state	actors	to	go	beyond	the	nudge	in	order	to	shove	some	commercial	

actors	in	order	to	protect	“citizens	against	proliferating	attempts	to	shape	their	behaviors	and	

subjectivity.”		
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An	important	question,	not	often	explored	in	assessments	of	the	use	of	the	nudge	as	a	form	of	

social	marketing	by	the	state,	is	the	extent	to	which	the	members	of	the	public	actually	have	an	

opportunity	to	engage	in	meaningful	public	deliberation	about	whether,	and	in	what	form	these	

behavioral	interventions	ought	to	be	initiated	in	the	first	place	(Pykett,	Jones,	Welsh	&	

Whitehead,	2014,	p.	98).	Of	particular	interest	is	the	extent	to	which	members	of	the	public	are	

involved	in	the	identification	of	policy	targets	(Pierce,	Siddiki,	Jones,	&	Schumaker,	et	al.,	2014;	

Schneider	&	Ingram,	1993).	Somewhat	ironically,	the	fact	that	these	initiatives	are	initiated	

within	a	framework	that	claims	privilege	in	public	engagement	and	responsibility,	“by	reframing	

behavioural	insights	in	terms	of	individual	choices	as	opposed	to	political,	ethical	and	structural	

concerns,	social	marketing	has	the	unintended	consequence	of	radically	diminishing	the	scope	

of	political	action	and	potentially	enfeebling	public	policy”	(Pykett,	Jones,	Welsh	&	Whitehead,	

2014,	p.	109).	

	

One	of	the	most	salient	justifications	for	the	quite	rapid	adoption	of	the	nudge	and	other	

behavioral	economic	strategies	is	the	suggestion	that	they	are	cost	effective,	at	a	time	when	

governments	are	facing	serious	budgetary	constraints.	Benefit/Cost	Analysis	(BCA)	has	long	

come	under	criticism	for	the	difficulties	involved	in	assigning	dollar	values	to	the	costs	and	

benefits	thought	to	be	associated	with	some	government	program,	including	regulations	

(Cochrane,	2014;	Institute	of	Medicine,	2013,	pp.	79-102).	These	analyses	are	routinely	

identified	as	a	requirement	in	the	evaluation	of	social	programs	in	the	US,	including	those	

making	use	of	some	form	of	behavioral	nudge.	In	some	cases,	a	BCA	will	be	a	projection,	and	a	

decision	about	which,	if	any	proposed	project	will	be	allowed	to	proceed,	is	based	on	the	

estimated	ratio	of	benefits	to	costs.	Although	BCAs	rarely	include	assessments	of	the	

distributions	across	population	segments	(Banzhaf,	2012),	this	concern	is	often	raised	by	critics.		

	

But	even	here,	debates	about	the	choice	of	an	actual,	or	proxy	measure	of	the	inputs	and	

outputs	associated	with	a	particular	intervention	have	a	characteristic	form	and	tone	across	

project	types.	Policy	analysts	emphasize	the	extent	to	which	uncertainty,	including	that	related	

to	expectations	about	the	future,	including	those	related	to	the	changeable	political	climate,	
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affect	the	reliability	of	these	assessments.	It	is	noted	that	although	“social	considerations	such	

as	environmental	justice	and	the	political	climate	affect	EPA’s	decisions	and	there	is	uncertainty	

in	those	factors	and	how	they	influence	decisions,	there	is	seldom	any	discussion	concerning	

just	how	these	factors	and	their	uncertainty	affect	a	decision”	(Institute	of	Medicine,	2013,	p.	

100).	Cochrane	(2014,	p.	65)	suggests	that	an	“explicitly	political	and	public	choice	philosophy”	

is	precisely	what	is	needed,	especially	with	regard	to	economic	regulatory	decisions.	But,	it	is	

also	noted	that	consumers	are	likely	to	be	irrational,	or	at	least	ill-informed	and	subject	to	

strategic	manipulation,	with	regard	to	the	choices	they	make	as	part	of	the	political	process	

(Smith	&	Zywicki,	2015,	p.	230).	

Ethical	Concerns	
	

In	addition	to	concerns	about	efficiency	and	effectiveness,	there	are	a	whole	host	of	concerns	

about	the	ethics	of	nudging.	An	important	one	which	is	not	often	addressed,	is	the	fact	that	

nudge	strategies	primarily	take	advantage,	or	exploit	cognitive	biases	or	inappropriate	

heuristics,	which	reinforces	them,	rather	than	replacing,	or	displacing	them	through	the	

development	of	cognitive	skills	that	generalize.	This	difference	is	at	the	heart	of	the	distinction	

between	nudging	and	boosting,	as	promoted	by	Gerd	Gigerenzer	and	his	colleagues	

(Gigerenzer,	Gaissmaier,	Kurz-Mileke,	Schwartz,	et	al.,	2008).	While	the	nudge	strategy	can	

readily	be	seen	as	re-biasing,	or	reinforcing	bad	habits,	the	educational	approach	is	arguably	de-

biasing	(Grüne-Yanoff	&	Hertwig,	2016,	p.	163).	
	

Big	data	analytics	of	the	sort	that	we	see	expanding	within	the	context	of	smart	city	

environments	are	increasingly	being	identified	as	threats	to	privacy	and	decisional	autonomy.	

Because	of	the	nature	of	the	computationally	intense	process	that	is	becoming	automated,	or	

performed	autonomously	by	intelligent	machines,	the	utility	of	dominant	policy	frameworks	

that	identify	self-defense,	or	privacy	self-management,	as	the	preferred	responses	to	whatever	

risks	that	transactions	pose	within	a	digital	environment,	has	all	but	evaporated	(Baruh	&	

Popescu,	2015;	Hull,	2015;	Richards	&	King,	2014).		
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Paternalism	vs	Coercion	
 
Among	the	many	points	of	contention	raised	in	response	to	the	determination	by	Thaler	and	

Sunstein	to	refer	to	their	program	of	nudges	is	that	their	form	of	“libertarian”	paternalism	is	

different	from	the	efforts	of	marketers	and	other	persuaders	to	change	people’s	minds	through	

argumentation	and	debate.	Instead,	nudges	are	supposed	to	work	because	they	“trigger	an	

unconscious	action,”	of	the	sort	we	associate	with	those	automatic,	reflexive	System	1	

responses	that	occur	quickly	and	consistently	with	others	made	habitually	(Oliver,	2013,	p.	

688).	It	is	also	argued	that	the	paternalist	nudges	need	to	be	seen	as	merely	a	“first	stage	of	

sequenced	regulation	where,	inevitably,	more	coercive	measures	are	required	in	later	stages”	

(Amir	&	Lobel,	2008,	p.	2100).		

	

Sunstein	(2012)	responds	in	considerable	detail	to	the	charges	that	paternalism,	whether	hard	

or	soft,	still	bears	the	weight	of	concerns	about	threats	to	individual	autonomy.	His	response	to	

this	critical	challenge	is	based	on	an	association	between	autonomy	and	welfare,	in	which	

welfare,	associated	with	enjoyment,	happiness	or	pleasure,	can	be	read	in	terms	of	the	extent	

to	which	people	enjoy	making	their	own	choices	(p.	1882).	What	he	refers	to	as	the	“thick	

version”	of	autonomy	is	that	which	values	it	as	an	end	in	itself,	or	at	least	a	very	“weighty	

matter,	to	be	overridden	only	for	the	most	compelling	reasons”	(p.	1883).	This	is	a	serious	

challenge.	Sunstein	(2012)	suggests	that	if	“people	have	to	be	treated	as	ends	rather	than	as	

mere	means,	and	if	this	principle	requires	government	not	to	influence	private	choices,	there	is	

not	a	lot	of	room	for	further	discussion”	(p.	1885).	His	arguments	here,	and	in	other	vigorous	

defenses	of	nudges,	including	the	establishment	of	defaults	by	governments,	especially	those	

established	in	the	best	interests	of	choosers,	need	to	be	considered	in	the	context	of	a	host	of	

other	threats	to	autonomy,	and	what	really	matters	is	whether	people	are	made	better	off	in	

ways	that	they	would	recognize	as	such	(Sunstein,	2015a;	Sunstein,	2015b).	

	

Perhaps	it	is	as	Sunstein	suggests,	that	autonomy	should	always	be	considered	in	

relationship	to	the	kinds	of	outcomes	that	affect	individual	welfare	which	seem	most	likely	to	

accompany	a	variety	of	nudges,	or	defaults	that	actually	“run	contrary	to	any	particular	
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individual’s	preferred	choice,	but	that	individual	fails	to	opt	out	of	the	default.”	What	matters	is	

whether	the	benefits	are	substantial,	and	if	the	damage	to	one’s	dignity	and	self-respect	is	

minimal;	if	that	is	the	case,	then	we	might	agree	that	“the	nudge	is	arguably	justified”	(Yeung,	

2012).	What	becomes	important	then	is	the	consideration	of	these	welfare	outcomes	in	terms	

of	their	distribution	across	the	population	being	governed.	

	

Distributional	Impacts	
	

Critical	geographers	invite	us	to	consider	spatiality	as	a	critical	policy	concern,	for	example	in	

cases	where	discrimination	by	neighborhood	takes	place,	such	as	in	the	case	of	automobile	

insurance,	where	one	does	not	need	to	have	an	analyst	who	is	a	racist,	because	the	algorithm	

itself	may	be	racist	(Sandvig,	Hamilton,	Karahalios	&	Langbort,	2016).	Spatial	considerations	

also	arise	with	regard	to	the	determinations	made	by	choice	architects	about	which	population	

segments	are	more	likely,	than	the	average	chooser,	to	make	an	inappropriate	choice	about	

matters	of	health,	education,	or	welfare.	The	process	by	which	decisions	are	made	about	who	

the	targets	of	nudge	interventions	should	be	seems	likely	to	face	moral,	ethical	and	technical	

challenges	in	deciding	whether	the	problems	are	related	to	undesirable	goals,	or	irrational	

tendencies	in	deciding	how	to	realize	them	(Grüne-Yanoff,	T.	&	Hertwig,	R.,	2016,	pp.	170-172).	

	

This	problem	is	only	made	more	concerning	when	we	consider	that	decisions	about	the	

allocation	of	resources	for	behavioral	interventions	require	advance	knowledge	about	the	

distributions	of	problematic	goals	or	decision	strategies,	in	the	context	of	the	need	to	also	

consider	whether	the	policy	goal	is	individual,	or	collective	benefit	or	welfare	maximization.	The	

impact	of	nudge	programs,	especially	those	implemented	in	the	context	of	neoliberal	interests	

in	the	improvement	of	those	seen	as	less	socially	and	behaviorally	responsible,	is	quite	likely	to	

be	more	intense,	extensive,	coercive	and	least	likely	to	be	respectful	of	the	dignity	due	to	

individuals	on	the	basis	of	their	humanity.		
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The	conditions	of	abjection	that	are	common	to	members	of	the	poor	and	marginalized	

populations	of	the	world	“are	increasingly	viewed	as	problems	to	be	managed	with	

surveillance”	(Monohan,	2017,	p.	191)	of	the	sort	that	seem	likely	to	be	normalized	within	the	

context	of	nudges	within	smart	cities.	As	Monohan	(2017,	pp.	193-195)	sees	it,	a	form	of	

“marginalizing	surveillance”	is	an	appropriate	label	for	“the	production	of	conditions	and	

subjectivities	of	marginality	through	the	application	of	surveillance	systems.”	For	those	for	

whom	nudging	is	not	sufficient	as	a	tool	of	“invisibilization,”	then	we	can	expect	that	the	“state	

then	turns	to	criminalization	and	incarceration,	as	techniques	of	securing	the	neoliberal	social	

order,”	for	those	who	“persist	in	asserting	their	visibility.”		

	

Within	the	neoliberal	project	in	which	nudges	are	just	a	part,	Monahan	suggests	that	the	

“cultural	narratives	surrounding	everyday	abjection	tend	to	mark	marginalized	subjects	as	

responsible	for	their	own	plights,	or	sometimes	even	as	manipulative	or	dangerous	threats	to	

society	as	a	whole”	(2017,	p.	196).	And,	in	what	we	might	see	as	the	most	damaging	

consequence	of	this	marginalizing	surveillance	that	is	finding	its	place	within	surveillance	

capitalism	as	it	evolves,	is	the	fact	that	it	“possesses	a	cultural	dimension	that	thrusts	

marginalized	and	dehumanized	subjectivities	upon	the	abject,	marking	them	as	complicit	

victims,	societal	outcasts,	invasive	species,	or	swarms”	(Monahan,	2017,	p.	202).	

The	Need	for	a	Policy	Response	
 
We	have	explored	considerable	terrain	in	our	movement	toward	defining	a	political	economy	of	

the	nudge	as	it	relates	to	the	development	of	smart	cities	around	the	globe.	We	emphasized	

the	central	role	played	by	assessments	of	the	cognitive	capacity	of	individuals	in	their	roles	as	

citizens,	consumers,	and	residents	of	smart	cities.	While	the	primary	focus	of	neuro-and	

behavioral	economists	has	been	on	the	limitations	in	the	ability	of	individuals	to	make	rational	

choices	in	their	own	best	interest,	we	have	called	attention	to	the	concerns	expressed	by	

political	economists	about	the	need	to	also	consider	the	strategic	attempts	by	marketers,	

governmental	bureaucrats	and	other	“choice	architects,”	to	exploit	cognitive	biases	and	

heuristic	strategies	in	order	to	nudge	those	choosers	in	particular	directions.	



The Political Economy of Nudge 38 

	

We	have	attempted	to	place	these	concerns	about	manipulative	communication	strategies	in	

the	context	of	rapidly	developing	socio-technical	systems	that	have	the	capacity	to	capture	

transaction-generated	information	across	time	and	space,	and	transform	it	into	strategic	

intelligence	about	when,	where	and	how	to	apply	it	with	maximal	efficiency	and	effectiveness.	

We	have	noted	some	of	the	distributional	effects	of	these	efforts	that	raise	concerns	about	the	

reproduction	and	expansion	of	already	unacceptable	levels	of	social,	economic	and	political	

inequality.		

	

Because	we	believe	that	some	of	the	most	advanced	applications	of	these	socio-technical	

systems	are	being	introduced	within	smart	cities,	where	new	forms	of	governance	involving	

collaborations,	or	public/private	partnerships	(P3s)	involving	globally	dominant	firms	threaten	

individual	and	collective	agency	and	self-determination,	we	would	like	to	conclude	this	paper	by	

exploring	some	of	the	possibilities	that	remain	for	democratic	public	participation	in	the	

formation	of	governance	strategies	and	tactics	that	affect	the	quality	of	life.	

	

At	the	heart	of	our	concerns	about	transformations	in	governmentality	is	the	extent	to	which	

the	science	and	technology	of	nudging	is	being	applied	in	the	context	of	P3s	making	decisions	

about	the	kinds	of	people	that	smart	cities	need	to	cultivate	in	order	to	realize	the	benefits	of	

higher	scores,	or	cumulative	ratings	of	“smartness”	that	are	believed	to	attract	a	broad	variety	

of	capital	investments.	The	fact	that	a	great	majority	of	nudges	exploit	cognitive	biases,	rather	

than	actually	attempting	to	expand	the	capability	and	the	commitment	of	individuals	and	their	

social	contacts	to	invest	in	learning	(Gigerenzer,	Gaissmaier,	Kurz-Mileke,	Schwartz,	et	al.,	2008;	

Grüne-Yanoff	&	Hertwig,	2016),	leads	us	to	suggest	that	we	need	to	shift	the	focus	of	attention	

of	the	nudge	brigade	away	from	reinforcing	bad	habits	toward	modifying	the	behavior	of	the	

choice	architects	toward	the	enhancement	of	decisional	competence.	This	would	mean	that	the	

so	called	“defaults”	established	by	public	and	private	choice	architects	should	be	those	which	

are	demonstrably	the	most	rational,	while	still	allowing	the	choosers	to	opt-out	(Pridgen,	2013		

p.	431).	While	regulatory	policies	often	do	require	increased	disclosure	about	the	policies,	



The Political Economy of Nudge 39 

practices	and	values	of	the	commodities	being	offered	by	commercial	providers	of	goods	and	

services,	it	would	also	make	sense	to	nudge,	or	even	shove	those	vendors	toward	making	such	

disclosures	both	engaging	and	intelligible	to	the	average	reader	(Alemanno	&	Spina,	2014,	p.	

437)	.	

	

As	we	have	noted	with	regard	to	the	evaluative	strategies	that	are	commonly	applied	to	

regulatory	policies,	such	as	environmental	impact	assessments	or	benefit-cost	analyses,	these	

assessments	are	rarely	focused	on	the	distributional	aspects	of	economically	oriented	policy	

outcomes.	Although	greater	awareness	of	the	impact	of	inequality	at	a	societal	level	has	been	

achieved	around	much	of	the	globe	(McGuire,	2014),	there	is	little	evidence	that	the	

development	and	evaluation	of	behavioral	nudges	within	the	context	of	smart	city	initiatives	

has	identified	the	reduction	of	inequality	as	one	of	the	key	index	measures	of	smartness.	

Indeed,	as	Shelton,	Zook	and	Wiig	(2014,	p.	21)	see	it,	“rather	than	solving	problems	of	

inequality,	the	smart	city	is	likely	only	to	reproduce	them	in	new	ways.”	

	

We	have	also	noted	important	changes	taking	place	with	regard	to	the	characteristics	of	the	

contexts	within	which	smart	city	policies	are	established,	including	those	involving	behavioral	

modification.	These	changes	represent	a	critical	challenge	to	the	nature	and	extent	of	public	

participation	in	the	determination	of	those	policies.	While	requirements	for	some	degree	of	

public	participation	in	government	policy	deliberations	have	become	commonplace	within	the	

United	States,	the	reach	of	those	requirements	seems	unlikely	to	have	much	influence	over	the	

decisions	made	by	corporate	actors	and	implemented	through	P3s.	These	economically	

dominant	transnational	entities	are	likely	to	be	the	key	players	in	the	strategic	games	that	will	

determine	who	bears	the	risks	and	who	gathers	the	benefits	from	a	whole	host	of	informational	

transactions,	including	those	involving	the	masses	of	data	derived	from	the	operation	of	

sensors,	meters,	and	survey	responses.	Government	actors	might	be	able	to	negotiate	some	

degree	of	influence	over	the	continually	varying	terms	of	trade	being	altered	by	algorithmic	

systems;	however,	most	members	of	urban	publics	will	have	little	chance	of	even	staying	up	to	
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date	and	understanding	those	changes,	and	the	consequences	that	flow	from	them	(Danaher,	

2016).	

	

Policy	agendas	are	now	being	formed	at	the	local,	regional,	national	and	global	level	in	

response	to	concerns	rising	in	response	to	socio-technical	developments,	including	those	

related	to	developments	in	the	allocation	of	decision-making	authority	to	autonomous	

intelligent	systems.	The	fact	that	these	systems	will	play	an	increasingly	influential	role	in	

managing	the	public	and	private	debates	about	the	consequences	of	their	use	(Woolley	&	

Howard,	2016)	raises	the	stakes	for	ensuring	meaningful	public	engagement	in	shaping	

emergent	forms	of	governmentality.	

	

We	need	to	get	busy;	nudge,	nudge…	
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